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Abstract

We study academic integrity in a final exam of a compulsory course with 463 undergraduate
students at a major Spanish university. The exam is an unproctored online multiple-choice
exam without backtracking. A key characteristic is that for each type of problem, groups of
students receive different versions. Since each version appears in both an earlier and later
stage of the exam, we can exploit grade points and timestamps to study students’ academic
integrity. We observe a significant decrease in completion time in later rounds; however,
surprisingly, there is no corresponding impact on average grade points. The precise number
of different versions does not seem to have an effect on either variable. Our findings suggest
that studies of potential cheating may have to pay attention to completion times apart from
(or even instead of) grades.
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1 Introduction

Academic integrity promotes learning, ensures that all students are evaluated based on their own
efforts and abilities, and is essential for the reputation of educational institutions and the degrees
they confer. Therefore, faced with the task of preparing a final exam of an academic course,
instructors usually create a number of different (but similar) versions of exam questions with the
aim to reduce potential cheating. This seems an obvious and effective measure in the case of
classroom exams, where neighboring students are to receive different exam versions.

Randomized field experiment
In this paper, we investigate whether having a number of different exam versions may also mitigate
potential cheating at online exams without proctoring. Recent studies of online exams during the
Covid-19 pandemic showed that high levels of cheating are very common. Due to the increasing
importance of online education and examination, our research question holds significant practical
relevance.

We aim to study whether a larger number of different versions leads to a more prominent miti-
gation of cheating. Our randomized field experiment is based on the final exam of an introductory
course on game theory that took place at Universitat Pompeu Fabra, Spain in the second trimester
of academic year 2021-2022. The four main characteristics of this online exam are as follows. First,
students took the exam simultaneously. Second, the exam consisted of multiple-choice questions
grouped into problems. Each problem appeared randomly at an earlier “round” (stage of the exam)
for half of the students and at a later round for the other students. Third, backtracking was not
possible, i.e., once a student moved to the next problem, there was no possibility to go back to the
previous problem to change his/her answers. Fourth, for each of the problems there were 2, 4, or
6 different versions and each student was randomly assigned one of the versions.

Main results
For any given problem, we compare the performance of the students that face the problem in an
earlier round with the performance of the students that face the same problem in a later round.1

We measure performance through correctness and completion time. The average correctness2 of a
given problem in a particular round is defined as the average points per question by the students
that face the problem in that round. The average completion time of a problem in a particular
round is the average time taken for the problem by the students that face the problem in that
round.

As expected, we find that the average completion time decreases significantly for each problem,
i.e., on average, students in the later rounds finish each problem faster. Taking the average over all
problems, the average completion time of the later rounds is 19.5% shorter than the earlier rounds.
However, surprisingly, we find that the average correctness of each but one problem decreases, i.e.,
on average, students in the later rounds obtain lower scores (but not significantly so).

Related literature
Our study has similarities with other recent field studies.3 Bilen and Matros (2021) investigated
cheating behavior during an online examination of a large public university amid a Covid-19

1Recall that both groups receive the same multiple versions of the problem.
2For the precise definitions we refer to Section 2.
3We refer to Holden et al. (2021) and Noorbehbahani et al. (2022) for comprehensive reviews on cheating in a

variety of online examinations and settings that are less related to our focus and approach.
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lockdown. Students received the same set of questions in a random order, without multiple-
choice options and without backtracking. Bilen and Matros (2021) examined correctness and
completion times, focusing in particular on two students who displayed unusual time allocations
and exceptional performance relative to midterm results.

Klijn et al. (2022) presented a randomized field experiment to study academic integrity at an
online exam of a large public university in Spain during a strict Covid-19 lockdown. Students
received the same set of questions in a random order, with multiple-choice options but without
backtracking. Most importantly, in contrast with Bilen and Matros (2021), the assigned orders
were crafted with the objective of systematically examining later round effects. Klijn et al. (2022)
found a significant later round advantage in terms of correctness (7.7%) as well as completion time
(18.1%). Since the exam questions in Klijn et al. (2022) are common (i.e., one exam version),
the results of our current study suggests that having as few as two exam versions can already
reduce the efficacy of cheating in terms of grade points. Klijn et al. (2022) used a reminder of
the university’s code of ethics as a honesty nudge, sending it to a subgroup of students halfway
through the exam; however, the nudge did not affect cheating levels.4

Vazquez et al. (2021) conducted a randomized field experiment at a large public university in
Illinois to explore the impact of proctoring on exam grades across two classes (face-to-face and
online) of an introductory microeconomics course. Face-to-face exams had live proctors or were
unproctored and online exams had webbased proctors or were unproctored. Students whose exams
were not proctored scored, on average, over 11% higher than those whose exams were proctored.
A notable difference between Vazquez et al. (2021) and our study lies in the treatment variables:
while we vary the order of problems, Vazquez et al. (2021) compared students who are either
proctored or unproctored, with the treatment groups examined at different time points.

Using data from an economics program at a Dutch university, Arnold (2022) studied the poten-
tial impact of transitioning from face-to-face proctoring to online proctoring services on cheating
behaviors. He found that variables measuring students’ human capital remained strongly related
to course grades. Moreover, the exam data from online proctoring did also not exhibit suspicious
grade patterns. The findings in Arnold (2022) suggest that examination with online proctoring
services is not necessarily more conducive to cheating than face-to-face proctoring. However, pri-
vacy concerns regarding invasive protocols, especially those that involve webcams, have become
increasingly prevalent in the digital age. For this reason, in our study, we test whether it is possible
to mitigate potential cheating without recurring to online proctoring services.

Elzinga and Harper (2023) compared student performance across two semesters of the same
large introductory economics course at the University of Virginia, one taught in-person in 2019
and the other taught online in 2020. Between the 2019 final exam and the 2020 final exam, 61
out of 75 questions were identical. At the aggregate level, Elzinga and Harper (2023) did not
find differences in student performance between online and in-person instruction. In our study,
we do not compare two different student cohorts nor do we compare different exam or teaching
modalities.

Hill and LoPalo (2024) studied the performance of students at midterm exams in two large,
4Recently, Le Maux and Necker (2023) implemented a wheel of fortune game using Amazon Mechanical Turk

(MTurk). In each of ten rounds, each participant spinned a wheel. The task was to guess the outcome of the wheel
spin and then to report whether the guess was correct. Le Maux and Necker (2023) examined the impact of honesty
nudges. They found that reminding individuals about the right thing to do increased honesty. Moreover, including
information that it is possible to assess an individual’s dishonesty strengthened the effect.
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introductory courses at a US state university. Students were divided into two groups with the
first group assigned to take exam 1 online and unproctored and exam 2 in-person and proctored,
and the opposite for the second group. Hill and LoPalo (2024) found that students, on average,
performed considerably better on online tests. This effect was concentrated at the lower end of the
distribution of scores. Hill and LoPalo (2024) also evaluated several potential mechanisms for the
difference between the two exam modalities. They found evidence consistent with students cheating
by using unauthorized resources but little evidence of differences in effort before or during the exam
or in testing anxiety across modalities. Finally, their analysis suggests a possible implementation
of online testing for instructors that want to avoid the potential privacy concerns of webcam
proctoring: presenting students with “new” questions significantly attenuates cheating. In our
current study we find a complementary solution: a limited number of distinct exam versions can
also diminish cheating effectiveness in online exams.

Organization
In Section 2, we describe the field experiment and our hypotheses. In Section 3, we present our
results. The Online Appendix contains details about the course, screenshots of the final exam,
subject pool information, additional analyses, and a sample exam.

2 Randomized field experiment

Our randomized field experiment is the final exam of an introductory course on game theory that
took place at Universitat Pompeu Fabra in the second trimester of academic year 2020-2021. The
final exam was part of a continuous evaluation scheme which is discussed in more detail in Online
Appendix A. The final exam was programmed and executed in Moodle. All 463 students started
the exam around the same time.

Design of final exam
The final exam consisted of 20 multiple-choice questions which were distributed over 6 problems.5

For each question we fixed a number of possible answers (of which only one was correct). For each
question and for each student, the order of the possible answers was chosen randomly. Selecting
the correct answer gave 5 points, an incorrect answer 1 negative point, and not answering 0 points.
Students did not receive any feedback whatsoever on their answers until two weeks after the exam.

The first screen6 provided the exam instructions, which included information on the number
of questions, the number of problems, the number of points for a correct/incorrect/blank answer,
and a reminder of the maximal duration (120 minutes). Moreover, it was emphasized in boldface
that moving back to a previous problem would not be possible. Along with the instructions, part of
the university’s code of ethics was displayed, including the following excerpt:

“Truthfulness in academic assessments. ... Copying and plagiarism are forms of mis-
conduct to which the corresponding prescribed punishments must be applied, not only
to demonstrate the university community’s rejection thereof but also to prevent the rep-
utation of the University and its graduates being harmed. ...”

After subscribing to the code of ethics by clicking on the “continue” button, the student faced the
first problem. All questions that pertained to the same problem appeared on the same screen. Each

5See Online Appendix G for a sample exam.
6See Online Appendix A for screenshots.
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subsequent problem (and all its questions) appeared on a new screen, but only after answering the
previous problem or leaving it completely or partially unanswered purposely. For each of the 6
problems there were a number of different versions7 obtained by applying permutations, scaling,
etc. of numerical values, which should not vary in their level of difficulty. Considering the earlier
round of each problem, (almost all) different versions have similar average correctness and similar
average completion time.8 For this reason we pool the data from different versions for the same
problem and the same round.

Table 1 indicates for each problem the number of different versions and the number of questions
(which is the same for each version of the problem). Furthermore, Table 1 indicates which pair of
problems appeared in which two rounds, i.e., stages of the exams. For instance, for each student,
problem I appeared either in round 1 or 2. Throughout the paper we use the following nomenclature.
Rounds 1, 3, and 5 (rounds 2, 4, and 6) will be called earlier rounds (later rounds). When discussing
problem I or II, the earlier group of students (or earlier students) refers to the group of students
that worked on the problem in round 1, while the later group of students (or later students) refers
to the group of students that worked on the problem in round 2. Similar terminology is used for
the other two pairs of problems.

rounds problem # versions # questions questions
1 and 2 I 2 3 [1,2,3]

II 6 3 [4,5,6]
3 and 4 III 2 2 [7,8]

IV 4 5 [9,10,11,12,13]
5 and 6 V 4 3 [14,15,16]

VI 6 4 [17,18,19,20]

Table 1: Number of versions and questions for each of the 6 problems (labeled I, II, III, IV, V, VI). In the
first two rounds, each student is faced with problems I and II. For each student, the particular order I,II
or II,I was determined randomly. The other two pairs of rounds had similar random assignments.

Table 2 exhibits the 2 × 2 × 2 = 8 possible orders of the problems. For each of the 8 orders
A,B,...,H, we indicate the resulting order of the questions and the number of students that were
randomly assigned to it. For instance, the seventh question for students with order G was a
“question 9” (the student is randomly assigned one of the four versions of problem IV (questions
9–13), see Table 1). Students were not informed of the existence of different orders and different
versions of problems. We refer to Online Appendix B for an analysis of our subject pool.

7So, all students that are given the same version of a given problem face the exact same questions that belong
to the problem.

8We refer to Online Appendix C for details.
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order round # students
1 2 3 4 5 6 463

A I II III IV V VI
[1,2,3] [4,5,6] [7,8] [9,10,11,12,13] [14,15,16] [17,18,19,20] 56

B II I III IV V VI
[4,5,6] [1,2,3] [7,8] [9,10,11,12,13] [14,15,16] [17,18,19,20] 60

C I II IV III V VI
[1,2,3] [4,5,6] [9,10,11,12,13] [7,8] [14,15,16] [17,18,19,20] 56

D II I IV III V VI
[4,5,6] [1,2,3] [9,10,11,12,13] [7,8] [14,15,16] [17,18,19,20] 58

E I II III IV VI V
[1,2,3] [4,5,6] [7,8] [9,10,11,12,13] [17,18,19,20] [14,15,16] 61

F II I III IV VI V
[4,5,6] [1,2,3] [7,8] [9,10,11,12,13] [17,18,19,20] [14,15,16] 59

G II I IV III VI V
[4,5,6] [1,2,3] [9,10,11,12,13] [7,8] [17,18,19,20] [14,15,16] 56

H I II IV III VI V
[1,2,3] [4,5,6] [9,10,11,12,13] [7,8] [17,18,19,20] [14,15,16] 57

Table 2: Orders (A,B,...,H) of the 6 problems (I, II, III, IV, V, VI) and the distribution of the 20 ques-
tions (labeled 1, . . . , 20) over the problems. Questions are in brackets [ ] to indicate that they appeared
simultaneously (and in this order) on the same screen. The numbers on the right hand side indicate the
number of students that were assigned to each order.

Hypotheses
While the university’s code of ethics clearly stated that copying is a form of misconduct, there were
no impediments to online communication between students. We expect that (correct or incorrect)
solutions/answers to any given question in the earlier round accumulate and start to circulate so
that students that are confronted with the same question in the later round are more likely to
make a “more informed” decision, inducing more correct and/or quicker answers.

Formally, the average correctness of a given problem in a particular round is defined as the
average points per question by the students that were faced with the problem in that round. The
average completion time of a problem in a particular round is the average time taken to answer the
problem by the students that were faced with the problem in that round.9 time a student spent
on individual questions. In a setting with the exact same questions for all students, Klijn et al.
(2022) found clear evidence for a later round advantage, i.e., later students perform better than
earlier students. The same hypothesis in the current setting is stronger because of the existence
of multiple versions of all problems.

Hypothesis 1 (Order effect: later round advantage). For each pair of problems (I,II), (III,IV), and
(V,VI), the later round presents higher average correctness and shorter average completion time
than the earlier round.

9A problem is considered completed by a student when he/she moves to the next problem/screen. Note that
the answers to any questions of the same problem can be changed until the student moves to the next screen. The
completion time of a problem also includes the time used to read and think about any of its constituent questions
and the possible decision of leaving some of the questions unanswered. The online platform measures time in
minutes (where the minimum is 1 minute). Due to Moodle limitations, we could not track the
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Assuming that our analysis does not reject Hypothesis 1, we expect that increasing the number
of different versions also increases the mitigation of cheating.

Hypothesis 2 (Mitigation through multiplicity of versions). The later round advantage is less
pronounced for problems with a larger number of different versions.

3 Results

First, we analyze whether students who face a problem later on in the exam have an advantage
in the form of a higher average correctness and a shorter average completion time. The scatter
plot in Figure 1 visualizes the individual data. In each panel/problem, each point represents
one student’s average points per question and completion time.10 Earlier (later) students are
represented by crosses + (circles ◦).
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Figure 1: Panels describe correctness and completion time at the individual level for all six problems. The
triangles △ and ▽ represent the averages of the earlier and later students, respectively.

10A caveat is that students in the same group (“earlier” or “later”) with both the same number of correct answers
and the same completion time (in minutes) are represented by overlapping circles or overlapping crosses.
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Figure 1 supports Hypothesis 1, on a possible later round advantage, only partially. Specifically,
we observe that for each problem, the left hand side has a majority of circles and the right hand side
has a majority of crosses. In other words, later students have shorter completion time than earlier
students, which is in line with Hypothesis 1. However, we also observe that for each problem, the
bottom has a majority of circles and the top has a majority of crosses. Hence, it seems that later
students have a lower average of points per question than earlier students, which is clearly not in
line with Hypothesis 1. As a consequence, for each problem the pair (average completion time,
average correctness) of the later students is to the left of and somewhat below the corresponding
pair of the earlier students, as indicated by the respective triangles ▽ and △.

To formally analyze Hypothesis 1, we statistically test for order effects between earlier and
later students in Table 3, for both correctness and completion times. Surprisingly, for almost all
problems, the average points per question is not higher among the later students.11 The only
exception is problem I, but the 1.75% increase is not statistically significant. However, for each
problem, the average completion time is significantly lower among the later students. Thus, we
can reject Hypothesis 1 concerning correctness, but not concerning completion time.

avg. points per question avg. completion time (min)
problem earlier later % increase p earlier later % decrease p

I 1.65 1.68 1.75 0.993 20.8 16.9 18.9 0.000

II 2.30 2.22 -3.88 0.581 23.0 18.8 18.1 0.000

III 3.00 2.83 -5.82 0.485 17.9 13.4 25.5 0.000

IV 1.31 1.16 -11.40 0.412 36.5 32.2 11.8 0.000

V 2.16 2.07 -4.26 0.824 17.3 14.2 17.9 0.000

VI 2.99 2.30 -23.09 0.000 17.0 12.7 25.1 0.000

Table 3: Impact of order of problems. Recall that the correct answer to any question yields 5 points, an
incorrect answer 1 negative point, and not answering 0 points. The % increase/decrease is computed for
“later” relative to “earlier.” We employ Mann-Whitney U tests at the student level.

A possible concern is that the above analysis of rounds 3 and 4 may be impeded by different
starting times of round 3 for students with different orders in rounds 1 and 2. According to Table 3,
the students who had problem I in round 1 and problem II in round 2 required on average 39.7

minutes to complete the first two problems. Similarly, the students who had problem II in round
1 and problem I in round 2 required a very similar time: on average 39.9 minutes. In fact, we
cannot reject the hypothesis that the two groups started round 3 at the same time (p = 0.975,
Mann-Whitney U test).

Analogously, we verify that students with different orders of the first four problems started
round 5 at the same time. Specifically, for the four different histories (I,II,III,IV), (I,II,IV,III),
(II,I,III,IV), and (II,I,IV,III), the average time required to complete the first 4 problems is 90.6,
88.7, 91.0, and 91.0 minutes, respectively. Since the two-sided p-value of the Kruskal-Wallis test
for joint equality is equal to 0.235, we cannot reject the hypothesis that the four groups started
round 5 at the same time.

Next, we consider Hypothesis 2 regarding the impact of the number of versions (see Table 1).
Given that Hypothesis 1 has been rejected with respect to correctness, the corresponding part

11Appendix D gives insights into changes of the answers from earlier to later rounds by providing the distributions
of correct, incorrect, and blank answers.
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of Hypothesis 2 becomes void. Therefore, the analysis below will focus exclusively on completion
times. For rounds 1+2 we observe in Table 3 that problem I (with 2 versions) has only a slightly
stronger reduction of average completion time relative to problem II (with 6 versions). However,
in rounds 3+4, problem III (with 2 versions) has a stronger reduction of average completion time
relative to problem IV (with 4 versions). Finally, in rounds 5+6, we obtain the opposite direction:
problem V (with 4 versions) has a weaker reduction of average completion time relative to problem
VI (with 6 versions). However, this finding in rounds 5+6 may be affected by last minute decisions.

As mentioned above, for each of the three pairs of rounds 1+2, 3+4, and 5+6, the odd-numbered
problem (I, III, V, respectively) has a smaller number of versions than the even-numbered problem
(II, IV, VI, respectively). Thus, we estimate, for each pair of problems I+II, III+IV, and V+VI,
the following econometric model via OLS in order to analyze whether a problem with fewer versions
has a stronger reduction of completion time:

timesj = β0 + β1 pointssj + β2 oddj + β3 latersj + β4 oddj · latersj + εij,

where timesj is the completion time of student s for problem j, pointssj are the total points
student s scores on problem j (this variable serves as a control), oddj is a dummy variable that
takes value 1 if j is an odd number and 0 if j is an even number, latersj is a dummy variable that
takes value 1 if student s faces problem j in the later round and 0 if the student solves problem j

in the earlier round. The table below presents the estimation results.

variable problems I+II problems III+IV problems V+VI
intercept 22.773∗∗∗ 36.270∗∗∗ 11.767∗∗∗

(0.523) (0.553) (0.590)

points 0.030 0.027 0.437∗∗∗
(0.044) (0.043) (0.034)

odd -2.077∗∗∗ -18.512∗∗∗ 2.740∗∗∗
(0.611) (0.665) (0.631)

later -4.145∗∗∗ -4.270∗∗∗ -3.058∗∗∗
(0.605) (0.665) (0.610)

odd · later 0.193 -0.290 0.076
(0.856) (0.940) (0.856)

observations 926 926 926

Table 4: OLS regression on completion time. Standard deviations are in parenthesis. ∗∗∗ means that the
variable is significant at 0.001.

Consistently with the non-parametric tests from Table 3, later round students need on average
less time (the estimated later is significantly smaller than 0 in all three estimations). The inter-
action variable oddj · latersj captures the diff-in-diff effect described in Hypothesis 2. Since the
estimated β4 is never significantly different from 0, we cannot reject the null hypothesis that the
reduction of the completion time is independent of the number of versions of a problem.

Finally, we consider a permutation test as an alternative evaluation method of Hypothesis 2.
In an ideal scenario, we would conduct a non-parametric test based on observations of each indi-
vidual’s possible later round effect. However, this is not possible because each student faces each
problem only once. Therefore, we proceed by creating pairs of students and making comparisons
within each pair as follows. Consider the pair of rounds 1 + 2 (the procedure for the pairs of
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rounds 3+4 and 5+6 is similar). Let SI be the set of students who faced problem I in round
1 and SII the set of students who faced problem II in round 1. From Table 2 it follows that
|SI | = 230 ≤ 233 = |SII |.

We randomly match each student from SI with some student from SII , so that each student
from SII is matched with at most one student from SI . Thus, we obtain an injection (one-to-one
function) SI → SII . For our analysis, we randomly create in total T = 1000 injections, denoted
by µt : SI → SII , t ∈ {1, . . . , T}.

Let t ∈ {1, . . . , T}. For each pair of matched students (s, s′) at µt, let ∆t
s denote the difference

between the later round effect for problem I and the later round effect for problem II. Formally,

∆t
s ≡ (completion time of s for problem I − completion time of s′ for problem I )

average completion time for problem I in earlier group

− (completion time of s′ for problem II − completion time of s for problem II )
average completion time for problem II in earlier group

.

The denominators acknowledge the fact that inherent differences between the two problems may
result in distinct time demands for their resolution. We opt to utilize the average completion times
from the earlier groups, as they are arguably less susceptible to potential cheating influences. With
the measurements of the differences in hand, we apply a Wilcoxon signed-rank test to analyze
whether the median of the vector ∆t = (∆t

s)s∈SI
is significantly different from 0. Let pt be the one-

sided p-value of the Wilcoxon signed-rank test for µt. We find that the median of p = (p1, . . . , pT )

is equal to 0.589 for rounds 1+2, 0.999 for rounds 3+4, and 0.174 for rounds 5+6. Thus, we again
cannot reject the null hypothesis that the reduction of the completion time (from earlier to later
round) is independent of the number of versions of a problem.

4 Concluding remarks

Our randomized field experiment was designed with the objective of systematically examining
cheating during an online exam through potential information flow from earlier to later rounds.
We found that students engage in cheating, demonstrated by their ability to solve problems more
quickly in later rounds of the exam. More importantly, our study demonstrated that the introduc-
tion of even a small number of different exam versions can significantly reduce the effectiveness of
cheating. Specifically, students encountering different versions of the exam did not exhibit higher
grades in later rounds, indicating the preventive measure’s success. Despite this, our findings also
highlighted that cheating students still maintain an advantage due to reduced time constraints.

In conclusion, our research underscores the importance of considering both exam grades and
completion times when assessing potential cheating behaviors. Employing a limited number of
distinct exam versions can diminish cheating effectiveness in online exams, akin to in-class ex-
aminations. This holds practical significance, particularly in scenarios where the usage of online
proctoring services is not possible.
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A Course structure and screenshots of the exam

Course structure
The introductory course on game theory was distributed over 10 weeks in the second trimester of
academic year 2020-2021. The (compulsory) course was taught in English to four different groups
of students.12 Students’ evaluation was based on continuous assessment. A student’s final grade
was determined by three items: 2 (intermediate) tests, 7 seminars, and 1 final exam. Specifically,

• the two intermediate tests could give up to 12 and 13 points, respectively [25 points in total],

• each of the 7 seminars gives 1 point for attendance, and up to 8 additional points for the
participation/work in the 7 seminars [15 points in total], and

• the final exam could give up to 60 points.13

The final grade (between 0 and 10) was obtained by dividing the achieved number of points by 10.
The two intermediate tests took place through the university’s online platform Moodle and

consisted of 12 and 13 multiple-choice questions, respectively. For all questions of the tests, there
were 2, 3, or 4 different (but similar) versions which were randomly assigned to students. Access to
each test was open for approximately 24 hours, but once a student started, he/she had 75 minutes
to complete it without backtracking.

The 7 (in-class) seminars took place in weeks 3 to 9 of the course. In each seminar, exercises
from take-home problem sets were discussed in groups of 25-30 students. The main objective of
the seminars was to give students the opportunity to ask questions and to present solutions (for
which they could earn up to 8 points in total).

Students were informed of all aforementioned details of the continuous assessment in the first
week of the course. The final exam was programmed and executed in Moodle.

12For each of the four groups, the eight different orders were distributed almost equally.
13Since at the final exam students could get up to 100 points, for the calculation of the final grade the exam

points were multiplied by 0.6.
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Screenshots of the final exam
Below we provide screenshots of the final exam which was in English (except for some sentences
and buttons that are part of the university’s online platform). The first screen that the students
saw contained the exam instructions (Figure 2) and the university’s code of ethics (Figure 3). Note
that “Aula Global” is the name of the university’s Moodle platform.

Figure 2: Exam instructions.
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Figure 3: Displayed part of the university’s code of ethics.

The last part in Figure 3 translates as follows: “Timed questionnaire. The questionnaire has a
maximal duration of 2 hours. The time counter starts at the moment that you start your “attempt”
and [the answers to the questionnaire] have to be submitted before the time expires. Confirm that
you would like to start now. [Start attempt] [Cancel]”
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B Subject pool

Table 5 below provides more information about our subject pool. The two-sided p-values of the
Kruskal-Wallis tests show that for all four variables (columns in the table), we cannot reject the
null hypothesis that the subject pools of the eight orders are equal.

Exam Order Gender Intermediate Attendance Participation
A 0.411 17.886 6.497 4.714
B 0.583 18.747 6.750 3.967
C 0.509 18.893 6.732 5.054
D 0.569 19.404 6.828 5.207
E 0.459 18.970 6.574 4.311
F 0.448 18.830 6.797 4.424
G 0.554 19.026 6.733 4.732
H 0.448 18.878 6.702 4.842

Kruskal-Wallis p 0.733 0.085 0.379 0.517

Table 5: Subject pool information (average). The personal characteristics are defined as follows: Gender (1
for female), Intermediate (total number of points obtained in the 2 intermediate tests [0-25]), Attendance
(total number of seminars attended [0-7]), Participation (total number of points obtained for participating
in seminars [0-8]).
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C Differences between exam versions

For each of the 6 problems there were a number of different versions obtained by applying permu-
tations, scaling, etc. of numerical values, which should not vary in their level of difficulty. Table 6
shows in this respect that the 6 versions in problem VI were not of equal difficulty in the earlier
round. Nevertheless, our main insight that Hypothesis 1 only holds for completion time and not
for average points per question does not depend on the exam versions: there is no problem version
with a significant average point increment and there is only one problem version, V.d, for which
the completion time does not decrease significantly.

problem.version average points per question completion time
earlier later MWU p earlier later MWU p

I.a 1.79 1.82 0.869 20.7 16.3 0.000
I.b 1.47 1.54 0.703 21.0 17.6 0.000

Kruskal-Wallis p 0.142 0.375 0.846 0.144
II.a 2.02 2.29 0.624 21.4 17.9 0.017
II.b 2.72 2.25 0.183 21.5 18.6 0.024
II.c 2.18 1.86 0.144 23.8 20.1 0.018
II.d 2.67 2.45 0.608 22.3 18.1 0.000
II.e 2.10 2.26 0.541 23.6 18.5 0.002
II.f 2.12 2.09 0.880 25.2 20.2 0.004

Kruskal-Wallis p 0.187 0.404 0.162 0.148
III.a 3.24 2.85 0.199 17.5 12.5 0.000
III.b 2.74 2.81 0.746 18.4 14.0 0.000

Kruskal-Wallis p 0.130 0.890 0.132 0.015
IV.a 1.10 1.19 0.749 36.9 34.0 0.032
IV.b 1.77 1.19 0.122 35.2 31.8 0.027
IV.c 1.34 1.04 0.210 35.8 30.9 0.002
IV.d 1.12 1.23 0.544 37.5 32.0 0.001

Kruskal-Wallis p 0.114 0.814 0.594 0.132
V.a 2.09 2.11 0.800 18.7 13.0 0.000
V.b 2.08 2.11 0.680 17.0 14.8 0.050
V.c 2.54 2.20 0.374 17.2 14.6 0.038
V.d 1.97 1.89 0.773 16.5 14.5 0.118

Kruskal-Wallis p 0.196 0.709 0.266 0.504
VI.a 3.11 1.89 0.004 17.2 11.5 0.000
VI.b 3.14 2.46 0.111 17.1 12.7 0.000
VI.c 2.81 2.41 0.429 17.5 12.0 0.000
VI.d 3.05 2.14 0.045 16.2 12.7 0.001
VI.e 2.28 2.29 0.872 16.5 12.8 0.000
VI.f 3.77 2.55 0.003 17.6 14.0 0.001

Kruskal-Wallis p 0.010 0.659 0.918 0.928

Table 6: Disaggregated analysis. Mann-Whitney U tests (MWU) are used to validate Hypothesis 1. The
equality of the exam versions is analyzed with the help of Kruskal-Wallis tests. We report two-sided
p-values for Kruskal-Wallis tests and one-sided p-values for the MWU tests.
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D Distribution of answers

Table 7 below complements Table 3 by giving insights into changes of the answers from earlier to
later rounds by providing the distributions of correct, incorrect, and blank answers.

With the exception of problem I, in all problems, the later round yields a smaller proportion
of correct answers and a larger proportion of blank answers (relative to the earlier round). For
problems I, II, and III, the later round also yields a larger proportion of incorrect answers (relative
to the earlier round). However, for problems IV, V, and VI, the later round yields a smaller
proportion of incorrect answers (relative to the earlier round). Therefore, the worse performance
in the later round of problems IV, V, and VI is due to a smaller proportion of correct answers
and a larger proportion of blank answers. A possible explanation of the large proportion of blank
answers in the later round of problems V and VI is that these were the problems at the end of the
exam and students may have run out of time.

problem correct incorrect unanswered
problem I earlier 0.431 0.504 0.066
problem I later 0.440 0.521 0.038

problem II earlier 0.534 0.366 0.100
problem II later 0.517 0.368 0.115

problem III earlier 0.646 0.226 0.129
problem III later 0.613 0.237 0.150

problem IV earlier 0.345 0.414 0.241
problem IV later 0.312 0.399 0.289

problem V earlier 0.483 0.243 0.275
problem V later 0.445 0.153 0.402

problem VI earlier 0.649 0.247 0.104
problem VI later 0.507 0.234 0.259

Table 7: Distribution of answers.
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E Informativeness of exam grades

We use a random effects model to estimate the relationship between the final exam grade and
the continuous assessment during the course (i.e., attendance/performance at the 7 seminars and
the 2 intermediate tests).14 Note that while attendance/performance at the seminars is basically
cheating-proof, this is not necessarily the case for the (online) intermediate tests. Table 8 summa-
rizes the estimation results.

Intercept −8.116

(4.183)

Intermediate tests 1.333∗∗∗

(0.138)

Seminar attendance 0.742

(0.668)

Seminar participation 0.757∗∗∗

(0.171)

Gender −1.970∗

(0.937)

Observations 463

Table 8: Random effects estimation of the dependency of the final exam grade. We refer to Online
Appendix B on subject pool information for a formal definition of the explanatory variables. The final
exam grade is scaled proportionally from [0,100] (the maximum number of points in the final exam is 100)
to the interval [0,60] (the weight of the final exam in the overall grade is 60%). In parenthesis, we present
standard deviations. ∗ p < .05; ∗∗ p < .01; ∗∗∗ p < .001.

We observe that there is a positive, highly significant relationship between the final exam grade
and both the grade in the intermediate tests and seminar participation (all expressed in “points”
as explained in Online Appendix A). Hence, final exam grades can be considered informative. In
the estimation, we control for gender.

14It would be interesting to match the exam grade with performance measures from other courses. Unfortunately,
this data is not available.
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F Sample exam

Below we reproduce a sample exam of 20 questions together with the possible answers. Note: (i)
for each problem, only one version is chosen and reproduced, (ii) problems are in order A, (iii) the
correct answer to all questions is a) but in each student’s exam all answers were shuffled randomly,
and (iv) most of the format has been removed.

Problem I. Consider the following two-player game in extensive form with risk-neutral players.
In each payoff vector, the first number indicates the payoff of player 1 and the second number
indicates the payoff of player 2.

Question 1. How many subgames are there? And how many strategies does player 1 have?

a)
⊗

There are exactly 3 subgames. Player 1 has exactly 4 strategies.
b) ⃝ There are exactly 2 subgames. Player 1 has exactly 4 strategies.
c) ⃝ There are exactly 2 subgames. Player 1 has exactly 2 strategies.
d) ⃝ There are exactly 2 subgames. Player 1 has exactly 3 strategies.
e) ⃝ There are exactly 3 subgames. Player 1 has exactly 2 strategies.
f) ⃝ There are exactly 3 subgames. Player 1 has exactly 3 strategies.
g) ⃝ There is exactly 1 subgame. Player 1 has exactly 2 strategies.
h) ⃝ There is exactly 1 subgame. Player 1 has exactly 3 strategies.
i) ⃝ There is exactly 1 subgame. Player 1 has exactly 4 strategies.

Question 2. How many Nash equilibria in pure strategies does the game have?

a)
⊗

The game has exactly 3 Nash equilibria in pure strategies.
b) ⃝ The game has no Nash equilibria in pure strategies.
c) ⃝ The game has exactly 1 Nash equilibrium in pure strategies.
d) ⃝ The game has exactly 2 Nash equilibria in pure strategies.
e) ⃝ The game has exactly 4 Nash equilibria in pure strategies.

Question 3. What is the number of subgame perfect Nash equilibria in pure strategies?

a)
⊗

There are exactly 2 subgame perfect Nash equilibria in pure strategies.
b) ⃝ There are no subgame perfect Nash equilibria in pure strategies.
c) ⃝ There is exactly 1 subgame perfect Nash equilibrium in pure strategies.
d) ⃝ There are exactly 3 subgame perfect Nash equilibria in pure strategies.
e) ⃝ There are exactly 4 subgame perfect Nash equilibria in pure strategies.
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. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Problem II. Consider the following two-player game in extensive form with players A and B.
In each payoff vector, the first number indicates the payoff of player A and the second number
indicates the payoff of player B.

The constant k ̸= 2 is a real number.

Question 4. How many strategies does each player have?

a)
⊗

Player A has exactly 12 strategies. Player B has exactly 9 strategies.
b) ⃝ Player A has exactly 5 strategies. Player B has exactly 3 strategies.
c) ⃝ Player A has exactly 5 strategies. Player B has exactly 6 strategies.
d) ⃝ Player A has exactly 5 strategies. Player B has exactly 9 strategies.
e) ⃝ Player A has exactly 6 strategies. Player B has exactly 3 strategies.
f) ⃝ Player A has exactly 6 strategies. Player B has exactly 6 strategies.
g) ⃝ Player A has exactly 6 strategies. Player B has exactly 9 strategies.
h) ⃝ Player A has exactly 12 strategies. Player B has exactly 3 strategies.
i) ⃝ Player A has exactly 12 strategies. Player B has exactly 6 strategies.
j) ⃝ None of the other answers.

Question 5. Is (b2, b1) a best response to (a1, a4, a3)?

a)
⊗

Yes, for all k ̸= 2.
b) ⃝ Yes, but only for all k < 2.
c) ⃝ Yes, but only for all k > 2.
d) ⃝ We cannot determine this, because there is perfect information.
e) ⃝ We cannot determine this, because there is imperfect information.
f) ⃝ We can determine this, but none of the other answers is correct.

Question 6. Assuming common knowledge of rationality, when does player A get a strictly higher
payoff than player B?

a)
⊗

For all k ∈ (2, 4) only.
b) ⃝ For all k < 2 only.
c) ⃝ For all k > 2 only.
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d) ⃝ For all k ̸= 2.
e) ⃝ For all k > 4 only.
f) ⃝ None of the other answers is correct.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Problem III. We consider the following situation with players 1 and 2. Each player i chooses an
effort level xi ∈ [0, 10], i.e., a real number in the interval [0,10]. The payoff function of player 1 is
u1(x1, x2) = 20x1−x2

1−x1x2, while the payoff function of player 2 is u2(x1, x2) = 20x2−x2
2−x1x2.

Question 7. Consider the normal-form game where the two players choose their effort levels
simultaneously. Which of the following statements about the Nash equilibria in pure strategies is
true?

a)
⊗

There is a unique Nash equilibrium (x1, x2) in pure strategies and x2 = 20/3.
b) ⃝ There is a unique Nash equilibrium (x1, x2) in pure strategies and x2 = 10/3.
c) ⃝ There is a unique Nash equilibrium (x1, x2) in pure strategies and x2 = 10.
d) ⃝ There is a unique Nash equilibrium (x1, x2) in pure strategies and x2 = 8.
e) ⃝ There is a unique Nash equilibrium (x1, x2) in pure strategies and x2 = 5.
f) ⃝ There is a unique Nash equilibrium (x1, x2) in pure strategies and x2 = 4.
g) ⃝ There is a unique Nash equilibrium (x1, x2) in pure strategies and x2 = 2.5.
h) ⃝ There is a unique Nash equilibrium (x1, x2) in pure strategies and x2 = 0.
i) ⃝ There are exactly two Nash equilibria in pure strategies.
j) ⃝ There is an infinite number of Nash equilibria in pure strategies.

Question 8. Consider the sequential game with perfect information where first player 1 has to
choose his effort level and then player 2, after having observed player 1’s choice, makes her choice.
What effort level x2 will player 2 choose?

a)
⊗

x2 = 5.
b) ⃝ x2 = 20/3.
c) ⃝ x2 = 10/3.
d) ⃝ x2 = 5/3.
e) ⃝ x2 = 10.
f) ⃝ x2 = 2.5.
g) ⃝ x2 = 0.
h) ⃝ None of the other answers.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Problem IV.

Question 9. Consider the following functions:

• v(x) = (32 + 16
√
x)2

• w(x) = 16 + 8x

• k(x) = 2−
√
x

• r(x) = 4− 2
√
x

11



• s(x) = −2 +
√
6x

• t(x) = −4− 2
√
x

Which/how many of the functions v, w, k, r, s, t represent(s) the same preferences over lotteries as
the von Neumann-Morgenstern utility function u(x) = 32 + 16

√
x?

a)
⊗

only s

b) ⃝ only v

c) ⃝ only w

d) ⃝ only k

e) ⃝ only r

f) ⃝ only t

g) ⃝ none of the functions
h) ⃝ exactly two functions
i) ⃝ exactly three functions

The next three questions (10, 11, and 12) concern an agent called Arnau. Arnau’s wealth consists
of ω = 10 euros and two lottery tickets. One lottery ticket (T1) gives a prize of 100 euros with
probability 0.5 and a prize of 4 euros with probability 0.5. The other lottery ticket (T2) gives a
prize of 11 euros with probability 0.5 and a prize of 34 euros with probability 0.5. The two lottery
tickets are independent: T1 is a ticket in El Gordo, while T2 is a ticket in La Grossa. Arnau’s
preferences can be represented by the von Neumann-Morgenstern utility function u(x) = −1+5

√
x

where x expresses euros.

Question 10. What is the expected value of Arnau’s wealth?

a)
⊗

84.5
b) ⃝ 42.25
c) ⃝ 94.5
d) ⃝ 74.5
e) ⃝ 134
f) ⃝ 15
g) ⃝ none of the other values

Question 11. Suppose Laia is interested in buying the two tickets from Arnau. What is the
minimum amount of money she would have to offer him so that Arnau is willing to give her his
tickets?

a)
⊗

The minimum amount is between 66 and 66.5 euros.
b) ⃝ The minimum amount is between 66.5 and 67 euros.
c) ⃝ The minimum amount is between 67 and 67.5 euros.
d) ⃝ The minimum amount is between 67.5 and 68 euros.
e) ⃝ The minimum amount is below 66 euros.
f) ⃝ The minimum amount is above 68 euros.
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Question 12. (requires substantial calculations) Suppose Arnau’s parents tell him that they will
compensate him with some money if Arnau’s promises to give his prize from lottery T2 to his little
brother Blai. What is the minimum compensation that Arnau will demand from his parents?

a)
⊗

The minimum compensation is between 21.5 and 22 euros.
b) ⃝ The minimum compensation is between 21 and 21.5 euros.
c) ⃝ The minimum compensation is between 22.3 and 22.7 euros.
d) ⃝ The minimum compensation is between 22 and 22.3 euros.
e) ⃝ The minimum compensation is between 22.7 and 23 euros.
f) ⃝ The minimum compensation is below 21 euros.
g) ⃝ The minimum compensation is above 23 euros.

Question 13. Cecilia’s preferences on the interval (0,∞) can be represented by a von Neumann-
Morgenstern utility function u. The only other information that Cecilia is willing to reveal to us
is that she is risk-averse.

Cecilia’s friend Daniel has initial wealth ω > 0. Daniel says that his preferences on the interval
(0,∞) can be represented by the von Neumann-Morgenstern utility function v given by

v(x) = 2u(x) + 30− γx,

where x expresses euros and γ < 0 is a negative constant. What, if anything, can we say about
Daniel’s attitude towards risk on the interval (0,∞)?

a)
⊗

Daniel is risk-averse.
b) ⃝ Daniel is risk-loving.
c) ⃝ Daniel is risk-neutral.
d) ⃝ Since γ < 0 is negative, the function v is not a von Neumann-Morgenstern utility function.
e) ⃝ We cannot determine Daniel’s attitude towards risk, because we need further information

about ω.
f) ⃝ We cannot determine Daniel’s attitude towards risk, because we need further information

about γ.
g) ⃝ We cannot determine Daniel’s attitude towards risk, because we need further information

about u.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Problem V.

Question 14. Consider the following two-player game in normal form where players 1 and 2 make
their decisions simultaneously. In each payoff vector, the first number indicates the payoff of player
1, while the second number indicates the payoff of player 2.

1\2 L C R

U 2, 3 1, 5 2,−2

M a, 1 3, 2 2, 4

D 1, 6 3, 1 0,−1
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Here the constant a is a real number.
Considering pure strategies only, which of the following is true regarding the maxmin payoff

m1 of player 1?

a)
⊗

For each real number a, 1 ≤ m1 ≤ 2.
b) ⃝ For each real number a, m1 ≤ 0.
c) ⃝ For each real number a, 0 ≤ m1 ≤ 1.
d) ⃝ For each real number a, 2 ≤ m1 ≤ 3.
e) ⃝ For each real number a, m1 ≥ 3.
f) ⃝ None of the other answers.

Question 15. Consider the following two-player zero-sum game in normal form where players 1

and 2 make their decisions simultaneously. In each payoff vector, the first number indicates the
payoff of player 1, while the second number indicates the payoff of player 2.

1\2 L R

U −1, 1 a,−a

D 4,−4 −3, 3

Here the constant a is a real number.
We are told that player 1’s only mixed security strategy is ( 7

10
, 3
10
). What is a?

a)
⊗

a = 2

b) ⃝ a = −3

c) ⃝ a = −2

d) ⃝ a = −1

e) ⃝ a = 0

f) ⃝ a = 1

g) ⃝ a = 3

h) ⃝ None of the other answers.

Question 16. Consider the following two-player games in normal form where players 1 and 2 make
their decisions simultaneously. In each payoff vector, the first number indicates the payoff of player
1, while the second number indicates the payoff of player 2.

Ga =
1\2 L R

T 2, -1 3, -2
B 4, 0 9, -4

Gb =
1\2 L R

T 1, 0 -1, 2
B 0, -2 3, -4

Gc =
1\2 L R

T 1, 9 5, 5
B 8, 3 3, 7

Gd =
1\2 L R

T 7, -1 6, 0
B -2, 8 1, 5

Which of the four games Ga, Gb, Gc, Gd are strictly competitive?

a)
⊗

Gc and Gd only.
b) ⃝ Ga and Gb only.

14



c) ⃝ Ga and Gc only.
d) ⃝ Ga and Gd only.
e) ⃝ Gb and Gc only.
f) ⃝ Gb and Gd only.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Problem VI.

Question 17. Consider the following normal-form game. The first/second/third number in the
payoff vectors represents the payoff of player A, B, and C, respectively.

Player A chooses table a1 or a2. Player B chooses row b1, b2, or b3. Player C chooses column
c1 or c2.

Table a1 c1 c2
b1 2,3,3 1,3,2
b2 1,2,1 3,3,3
b3 1,2,5 3,2,2

Table a2 c1 c2
b1 1,3,3 2,4,2
b2 2,3,2 0,3,3
b3 1,2,2 1,4,5

How many Nash equilibria in pure strategies are there exactly?

a)
⊗

2

b) ⃝ 0

c) ⃝ 1

d) ⃝ 3

e) ⃝ 4

f) ⃝ 5

g) ⃝ 6

Question 18. Consider the following two-player game in normal form where players 1 and 2 make
their decisions simultaneously. In each payoff vector, the first number indicates the payoff of player
1, while the second number indicates the payoff of player 2.

1\2 b1 b2 b3
a1 3,0 1,5 3,2
a2 0,3 4,1 0,2
a3 5,1 0,2 1,1

Which are the rationalizable strategies of player 1?

a)
⊗

a2 and a3 only
b) ⃝ a1 and a2 only
c) ⃝ a1 and a3 only
d) ⃝ a1 only
e) ⃝ a2 only
f) ⃝ a3 only
g) ⃝ a1, a2, and a3
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Question 19. Consider the following two-player game in normal form where players 1 and 2 make
their decisions simultaneously. In each payoff vector, the first number indicates the payoff of player
1, while the second number indicates the payoff of player 2.

1\2 b1 b2 b3
a1 2,6 3,9 8,5
a2 5,6 5,3 3,2
a3 3,7 6,5 5,3

How many of the 9 strategy-profiles lead to a Pareto-efficient outcome?

a)
⊗

Exactly 3 strategy-profiles.
b) ⃝ Exactly 1 strategy-profile.
c) ⃝ Exactly 2 strategy-profiles.
d) ⃝ Exactly 4 strategy-profiles.
e) ⃝ Exactly 5 strategy-profiles.
f) ⃝ Exactly 6 strategy-profiles.

Question 20. Consider the following two-player game in normal form where players 1 and 2 make
their decisions simultaneously. In each payoff vector, the first number indicates the payoff of player
1, while the second number indicates the payoff of player 2.

1\2 b1 b2 b3
a1 3,2 3,1 2,4
a2 2,6 5,4 1,2
a3 2,3 1,2 4,-3

There is a unique Nash equilibrium in mixed strategies where each player plays precisely two of her
pure strategies with strictly positive probability. At this Nash equilibrium, with which probability
does player 1 play strategy a3?

a)
⊗

1/4

b) ⃝ 3/4

c) ⃝ 1/3

d) ⃝ 2/3

e) ⃝ 1/2

f) ⃝ 2/5

g) ⃝ 3/5
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