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#### Abstract

We analyze whether funding bodies are biased against diverse teams, which have often been linked to the production of transformative research. We develop a general framework that compares the drivers of success in the ex-ante grant decision process to the drivers of success in ex-post performance. We use our framework to systematically analyze the decisions of one of the major public funding organizations for scientific research worldwide, the UK's Engineering and Physical Sciences Research Council (EPSRC). We find that structurally diverse teams are not only penalized but are also biased against. Indeed, although teams that exhibit greater diversity in knowledge and skills, education, and/or scientific ability, are significantly less likely to obtain funding, they are generally more likely to be successful. Our mediating effects show that the evidence of a bias against diversity is weaker for teams led by prestigious researchers.
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[^0]
## 1 Introduction

Radical innovations are widely understood to be the main engines of technological progress and economic growth. Public agencies for research and innovation worldwide then aim to support people, firms and organizations that search for breakthroughs (Branscomb and Auerswald, 2002). Funding agencies for scientific research such as the National Science Foundation (NSF) or the UK Research Councils, for instance, strive to provide support to individual or teams of researchers that conduct "transformative" or "frontier" research - research that holds the potential to radically change our knowledge and understanding of current science and engineering concepts, thus having "an impact in an area of research much greater in magnitude than might normally be expected" (National Academies of Science, Engineering, and Medicine, 2015, pp. 9). ${ }^{1}$

Diversity is often claimed to be a crucial condition for radical innovation (Nelson and Winter 1982; Fleming, 2007). Indeed, it is often argued that research and innovation tends to evolve as a cumulative process (Nerkar, 2003; Carnabuci and Bruggeman, 2009). To break away from existing trajectories and prompt breakthroughs, it may then be necessary to incorporate and combine researchers of different fields of knowledge, skills, or abilities in the same team (Fleming, 2001; Arts and Veugelers, 2014). According to this argument, "structurally" diverse teams should be more likely to spark new insights and produce breakthroughs (Guimerà et al., 2005; Jones et al., 2008; Jones, 2009).

Despite its potential positive effects, many commentators claim that public research and innovation agencies are biased against (structural) diversity (Langfeldt, 2006; Laudel, 2006). Critics argue that diversity is penalized in the evaluation and award process because diverse teams are more difficult to evaluate (Lamont 2009), or because proposals from diverse teams are perceived as being less "safe" or less "doable" (Luukkonen 2012). Unfortunately, we have very little systematic evidence as to whether research and innovation agencies are actually biased: (i) do they indeed penalize diverse teams and (ii) are diverse teams more likely to produce high-impact research?

This paper analyzes whether funding agencies may be biased against diverse teams. Funding agencies are ideal for analyzing the general stance toward diversity because we (and evaluators) know so much about the attributes of the applicants. We develop a general framework that compares the drivers of success in the ex-ante evaluation and award process to the drivers of success in ex-post performance. We argue that, absent biases, funding agencies should be, ceteris paribus, more (less) likely to provide funding to teams with a certain attribute if such teams have a higher (lower) likelihood of generating high-impact research. If, for instance, diversity of knowledge increases the likelihood of generating high-impact research, as some of the literature suggests, then agencies should be more lenient toward teams that exhibit greater diversity of knowledge. Instead, the agency would be biased against diversity of knowledge if these teams have a higher likelihood

[^1]of success but a lower likelihood of being funded.
We use our general framework to determine whether funding agencies are biased against structurally diverse teams. Following prior literature, we characterize structural diversity as differences in job-related attributes, such as knowledge and skills, educational background, and scientific ability. ${ }^{2}$ The diversity literature argues that structural diversity has a positive effect in ex-post performance (Williams and O'Reilly, 1998). In contrast, in terms of evaluation, structural diversity may be systematically penalized by funding organizations. The literature suggests that applications from diverse teams may be more complex to evaluate and/or be (or perceived to be) less "safe" or less "doable" than applications from homogeneous teams. Decision-makers, for instance, may not identify fruitful combinations of fields of knowledge, research practices, or research cultures. They may also penalize projects of a team of diverse researchers working in different areas because they may view them as more likely to fail. This leads us to hypothesize that funding agencies may be biased against diverse teams.

We test our predictions on the award decisions of one of the major public funding organizations for scientific research worldwide, the UK's Engineering and Physical Sciences Research Council (EPSRC). We constructed a novel dataset that overlaps all the EPSRC applications, funded or not funded, with the calendar census of all the engineering departments of 40 major UK universities between 1991 and 2007 (Banal-Estañol et al., 2015). ${ }^{3}$ We make use of publication and education data to construct variables that proxy for the diversity of the applicant teams.

We find that diverse teams are not only penalized but are also biased against. Indeed, although teams that exhibit greater diversity in knowledge and skills, education, and/or ability, are significantly less likely to obtain funding, they are generally more likely to be successful. This is true independently if we measure diversity at the "individual" level or at the "team" level nor if we measure the individual levels of diversity of the team leader (the principal investigator) or of the whole team (also including the coinvestigators). As discussed in previous literature, funding agencies may be biased against diversity because applications of diverse teams are more difficult to evaluate or because they are perceived as being less "safe" or less "doable." Consistent with both explanations, we show that the prestige of the Principal Investigator mitigates the negative impact of diversity in the award decision but it does not have a significant effect in mitigating or amplifying the positive effect of the team's diversity on ex-post performance.

Our approach in identifying funding agencies' biases against diversity differs, in terms of both method and objectives, from those that recently appeared in the literature. ${ }^{4}$ Boudreau et al.

[^2](2016) use a randomized double-blind review process of a seed grant to identify biases against novel projects rather than against the diversity of individuals and/or teams. ${ }^{5} \mathrm{Li}$ (2017) uses applications on nearly completed research, which is published independently if it is funded, to identify reviewer biases in favor of applicants whose work is related to their own. ${ }^{6}$ As our aim is to study the attitude of grantor agencies toward team diversity, we focus on grants that can also be submitted by teams (as opposed to Azoulay et al., 2011, Boudreau et al., 2016, and Li, 2017, who use applications submitted by individuals only). ${ }^{7}$

## 2 Framework

This section develops a framework to analyze whether funding agencies are biased against, or in favor of, any personal attribute of the pool of applicants. We first motivate and then provide a formal definition of what we think constitutes a "bias." Our definition distinguishes between penalizing and being biased against, and between rewarding and being biased in favor of, a certain attribute. We then explain the empirical approach we use to identify these biases.

### 2.1 Funding agencies' objectives

Funding agencies around the world profess to allocating academic research funding on the basis of scientific merit/excellence. The EPSRC, for instance, states in its evaluation criteria that "Research excellence will always be preeminent." 8 This is of course because funding agencies need to make the

[^3]best use of their scarce funds to generate high-quality, high-impact output (Tijssen et al., 2002). Many funding agencies even call for "transformative" research, which may have "an impact on an area of research much greater in magnitude than might normally be expected" (National Academies of Science, Engineering, and Medicine, 2015, pp. 9). The NSF, for example, has recently included an emphasis on "potentially transformative research" in its merit review criteria.

Some critics, though, argue that funding decisions are not based solely on scientific merit, but are also influenced by the personal attributes of the applicants. Bornmann and Daniel (2005) found, for instance, that conditional on prior scientific achievements, institutional affiliation and field of study affect the predicted probability of approval in fellowship applications. This may result, the critics claim, in little or no relationship between award decisions and the "true quality" of the applications being evaluated (Blackburn and Hakal, 2006; Laudel, 2006). In practice, this means that the applications funded are not those that would have had the highest ex-post performance, measured, for instance, in terms of quantity and/or quality of the ensuing publications (Li, 2017).

Methodologically, most prior research has analyzed whether a given attribute, such as institutional affiliation or research field, explains the award decision in regressions that control for other characteristics (Bornmann and Daniel, 2005). Yet, it is not always clear that all of these attributes do not have an influence on project output. Applicants from top institutions, for instance, may be, ceteris paribus, more likely to produce a higher quantity and quality of publications than those based at lower-ranked institutions.

We shall argue that if an attribute is related to ex-post performance, and a funding agency does anticipate it and takes it into account in the award process, this agency cannot be considered "biased." Indeed, we cannot call biased an agency that, ceteris paribus, is more likely to fund proposals of teams of applicants with greater past scientific performance, because past performance is likely to be correlated with future performance. More generally, we argue that agencies need to consider the effect of each of the attributes on ex-post performance. If a certain attribute increases (decreases) the likelihood of success then the agency should be more lenient (strict) toward proposals with this attribute. For instance, if applicants from top institutions are, ceteris paribus, likely to perform better than those based at lower-ranked institutions then the evaluation process should, ceteris paribus, positively discriminate in favor of researchers at top institutions.

### 2.2 Formal definition of bias

To formalize our discussion, let us denote the (unobserved) ex-post quality of the research results of project $i$ by $g^{*}\left(Y_{i 1}, \ldots, Y_{i k}, Z_{i}\right)$, where $Y_{i 1}, \ldots, Y_{i k}$ represent characteristics of the team of applicants, such as their average past scientific performance, the quality of the institution they work for, or the diversity of some of their attributes, and $Z_{i}$ is a vector of other factors. We call the project "successful" if and only if $g^{*}(\cdot)$ is above a certain threshold. The threshold could be the minimum quality required for the ensuing research results to be published in a scientific journal, or for the

[^4]publications emanating from the project to reach a certain number of citations or be among the top-cited papers. A higher emphasis on transformative research would naturally imply a higher threshold. For any given measure of success, a certain attribute $j$ improves the quality of the research results of the project, and therefore its likelihood of success, if and only if $\partial g^{*} / \partial Y_{i j}>0 .{ }^{9}$

In the same vein, we denote the (unobserved) ex-ante value that the funding agency attaches to project $i$ by $f^{*}\left(Y_{i 1}, \ldots, Y_{i k}, Z_{i}^{\prime}\right)$, where $Z_{i}^{\prime}$ includes other factors, possibly different from those in $Z_{i}$. The value $f^{*}(\cdot)$ may take into account, but it is not necessarily identical to, the expected quality of the research results $g^{*}(\cdot)$. Indeed, the agency may discount or reward certain attributes independently of their effect on expected quality. As we shall argue below, agencies may for instance penalize diversity because of an aversion to risk. The agency shall fund proposal $i$ if and only if $f^{*}(\cdot)$ is above a threshold. The threshold arises, for instance, because the agency maximizes the value of the projects it funds subject to a budget constraint. A certain attribute $j$ enhances the value of the proposal for the funding agency, and therefore the likelihood of being funded, if and only if $\partial f^{*} / \partial Y_{i j}>0$.

We call the agency "biased against" a certain attribute if proposals with this attribute have a higher likelihood of success but a lower likelihood of being funded, i.e., if $\partial g^{*} / \partial Y_{i j}>0$ and $\partial f^{*} / \partial Y_{i j}<0$. If team diversity, for instance, enhances the likelihood of success in the publication process, and therefore the quality of research results, then an unbiased agency that rewards scientific excellence should be more lenient toward diverse teams. Similarly, we consider an agency "biased in favor" of attribute $j$ if proposals with this attribute have a lower likelihood of success but a higher likelihood of being funded, i.e., if $\partial g^{*} / \partial Y_{i j}<0$ and $\partial f^{*} / \partial Y_{i j}>0$. In our definition we allow for the possibility of the funding agency penalizing but not being biased against a certain attribute $\left(\partial g^{*} / \partial Y_{i j}<0\right.$ and $\left.\partial f^{*} / \partial Y_{i j} \leq 0\right)$ as well as for the possibility of rewarding but not being biased in favor of this attribute $\left(\partial g^{*} / \partial Y_{i j}>0\right.$ and $\left.\partial f^{*} / \partial Y_{i j} \geq 0\right)$.

Three comments are in order. First, our definition of bias is conservative in the sense that we are comparing the sign rather than the magnitude of the effects. Indeed, to have a bias against a certain characteristic, we require the effect in the ex-ante funding decision to pull in the opposite direction to that of the ex-post success. Econometrically, we will call it "strong" evidence of a bias if both opposing effects are significantly different from zero. If one of the two effects is significantly different from zero but the other is not, we call it "weak" evidence of a bias.

Second, funding decisions are of course taken under uncertainty about the quality of the research results. This will always generate mistakes ex-post. For example, a non-biased agency may be more lenient toward a proposal with a certain attribute because this attribute leads to a higher likelihood of ex-post success, on average. But it may of course be that this particular project is unsuccessful. Still, we expect random errors at an individual proposal level to be dissipated at the aggregate,

[^5]provided the number of applications to be scrutinized is sizeable.
Third, our approach relies on the agency being able to observe the characteristics of the applicants to construct estimates of ex-post performance. In practice, the information available to the agencies worldwide varies. But most funding agencies, such as the EPSRC, use a single-blind peer review system of evaluation, where the applicants' identities and characteristics, in addition to their research plan, are observed by the reviewers. As shown in the peer evaluation literature, single-blind evaluation systems weigh the characteristics of the applicants much more heavily than the research plans expressed in their research proposals (Lee et al., 2000). ${ }^{10}$ This is more the case for agencies making funding decisions than for academic journals reviewing manuscripts submitted for publication. Undoubtedly, evaluating untested ideas of research proposals is inherently more difficult than evaluating completed works submitted to a journal for publication (Porter and Rossini, 1985).

### 2.3 Empirical strategy

Econometrically, we shall view the value attached by the agency, as well as the quality of the research results, as two (unobserved) latent variables that linearly depend on all factors,

$$
f^{*}\left(Y_{i 1}, \ldots, Y_{i k}\right)=\alpha_{1} Y_{i 1}+\ldots+\alpha_{k} Y_{i k}+\gamma Z_{i}^{\prime}+\varepsilon_{i},
$$

and

$$
g^{*}\left(Y_{i 1}, \ldots, Y_{i k}\right)=\beta_{1} Y_{i 1}+\ldots+\beta_{k} Y_{i k}+\phi Z_{i}+\nu_{i},
$$

where $\varepsilon_{i}$ and $\nu_{i}$ are normally distributed, possibly correlated, error terms. The (observed) award variable, $f_{i}$, which takes a value of 1 if proposal $i$ is awarded funding and a value of 0 if it is not, as well as the (observed) project success variable, $g_{i}$, which takes a value of 1 if project $i$ is successful and a value of 0 if it is not, can be viewed as indicators for whether the latent variables are above a threshold $\underline{f}$ and $\underline{g}$, respectively, and can be estimated with a probit model (Van de Ven and Van Pragg, 1981),

$$
f_{i}=\mathbf{1}\left(f^{*}\left(Y_{i 1}, \ldots, Y_{i k}, Z_{i}^{\prime}\right)>\underline{f}\right),
$$

and

$$
g_{i}=\mathbf{1}\left(g^{*}\left(Y_{i 1}, \ldots, Y_{i k}, Z_{i}\right)>\underline{g}\right) .
$$

According to our definition, in this linear probit specification, the agency is biased against a certain attribute $j$ if $\alpha_{j}<0$ and $\beta_{j}>0$ and biased in favor of it if $\alpha_{j}>0$ and $\beta_{j}<0$. Notice we are implicitly assuming that included attributes are uncorrelated with unobserved ones. In particular, we assume that projects of applicants of a given ability, seniority, etc. have a distribution of project-potential which is independent of the observed degrees of team diversity.

[^6]But, the main difficulty of using this approach is that we do not observe the non-funded proposals when estimating the probability of ex-post success. More importantly, there may be unobserved characteristics of the application (such as the quality of the research proposal) that influence the award decision that are correlated with the measure of success in terms of ex-post performance. As argued by Ferguson and Carnabuci (2017) in a study of patent evaluations, ignoring this type of differential selection may generate an overstatement of the effect of certain attributes on expost performance outcomes. Still, if we select all the right variables for our models, and leave few unobservable variables that affect our performance variable, then we may not have selection bias.

We follow a conservative approach and estimate success in ex-post performance using a twostage econometric model that accounts for a potential differential selection. We make use of a Heckman probit selection model, which provides consistent, asymptotically efficient estimates for all the parameters. For the model to be well identified, we need at least one factor affecting the award but not the performance equation that can serve as an instrument for the exclusion restriction. We use the overall acceptance rate of all the applications in the same quarter, which should affect (and it does, empirically) the likelihood of funding of a given application but it should not affect its likelihood of success in ex-post performance directly. Here, we are implicitly assuming that the timing of submission is not strategic and, for instance, that (marginal) projects are not submitted when the probability of getting the application awarded is higher. Indeed, the applicants of the EPSRC, as well as of most funding agencies, do not know the budget nor the number of competing applications in a given quarter (although this information, at an aggregate level, may be available ex-post). ${ }^{11}$

## 3 Diversity

In this section, we analyze prior literature to develop hypotheses on the ex-post performance results of, as well as on ex-ante evaluation approaches to, our attribute of interest: diversity.

### 3.1 Types and measures of structural diversity

Diversity may in principle be applied to a wide number of attributes, ranging from religious to functional background. But, in practice, as stated by Van Knippenberg et al. (2004, pp. 1008), "diversity research has mainly focused on gender, age, race, tenure, educational background, and functional background." In an early review of the literature, Williams and O'Reilly (1998) suggest that the most important difference across types of diversity is between "social category"-differences in readily detectable attributes such as sex, age, and tenure-and "informational/functional diversity"-differences in less visible underlying attributes that are more

[^7]job-related, such as functional and educational background. Cummings (2004) also distinguishes between "demographic" and "structural diversity" (e.g., member differences in terms of sources of task information and know-how). Diversity of knowledge and skills has also been termed "cognitive" (or "deep-level") diversity to distinguish it from diversity in surface characteristics such as the demographic variables of age, gender, and race (Harrison et al., 1998; Shin et al., 2012; Taylor and Greve, 2006).

We focus on structural diversity, which is often viewed as a crucial condition for producing "Schumpeterian" novel combinations (Nelson and Winter, 1982; Fleming, 2007). Following the literature, we characterize (structural) diversity as (i) diversity in knowledge and skills, which in science is related to the concept of interdisciplinarity and in other settings would be related to the notion of different functional backgrounds, (ii) educational diversity, and (iii) diverse abilities.

The concept of diversity can be applied both to the individuals of the team or to the team as a whole. As argued by Bunderson and Sutcliffe (2002), diversity may be defined as a distribution across team members ("team" or "interpersonal" levels of diversity), or the extent to which the individuals who comprise the team are themselves diverse ("individual" or "intrapersonal" levels of diversity). For instance, a team may be diverse because it is composed of specialized researchers in different fields (team diversity) or because the researchers in the team are themselves interdisciplinary (individual diversity) (Wagner et al., 2011). An attribute that is underrepresented in a given group is likely to become salient and can thus also be considered a source of (individual) diversity (Kanter, 1977; Williams and O'Reilly, 1998).

When considering the extent to which the individuals of the team are themselves diverse (individual diversity), we distinguish between the Principal Investigator (PI) and the coinvestigators. Although both PIs and coinvestigators are understood to contribute to the project, the PI, as team leader, may be considered more important, both in terms of ex-ante evaluation as well as in terms of ex-post performance, than the other members of the team (Viner et al., 2004). But it is difficult to know by exactly how much. We therefore consider the two extremes and separately analyze the impact of the level of individual diversity of the PI and the average level of individual diversity of all the members of the team.

### 3.2 Ex-post performance

Structurally diverse teams, i.e., those that "possess a broader range of task-relevant knowledge, skills, and abilities" (Van Knippenberg et al., 2004, pp. 1009), have been argued to have a mainly positive effect on performance. Exposure to diverging views and perspectives may lead to more creative and innovative ideas and solutions (Bantel and Jackson, 1989; De Dreu and West, 2001). Diverse teams may also be more likely to have different opinions, thus raising communication costs and retarding problem-solving (Nooteboom, 1999). Still, increased relationship conflict may not necessarily lead to lower performance (Jehn et al., 1997). The need to reconcile conflicting viewpoints may force diverse teams to more thoroughly process task-relevant information and may
prevent them from opting too easily for a seemingly good course of action.
We now discuss in more detail the effects of each of the three proxies of (structural) diversity.

Knowledge and skills Diversity in knowledge and skills in science is related to the notion of interdisciplinarity. In the definition of the National Academies of Science, "interdisciplinarity" is defined as "a mode of research by teams or individuals that integrates perspectives/concepts/theories and/or tools/techniques and/or information/data from two or more bodies of specialized knowledge or research practice" (Porter et al., 2007). As made clear by the definition, interdisciplinarity may be defined at the team level or at the individual level.

Several papers highlight the benefits of interdisciplinarity. Disis and Slattery (2010) argue that intellectually diverse teams, not dominated by a single view, are more likely to be successful. Hollingsworth (2007) surveys 291 major discoveries in biomedical sciences and finds that none of them occurred in a laboratory that was narrow in scope and oriented to a single discipline. The successful teams not only exhibited high levels of team diversity, but were all led by (individually) diverse directors, who had the capacity to integrate diversity and to address problems relevant to numerous fields of science. ${ }^{12}$ Catalini (2018) finds that the labs from different fields that collaborated after a spatial reallocation were more likely to produce papers that would end up in the highest quartile of the citation distribution. ${ }^{13}$

Educational background The diversity research literature has stressed and documented the advantages of teams with different educational backgrounds. For instance, Smith et al. (1994) find that top management team educational diversity is positively associated with company financial performance. Dahlin et al. (2005) show that educational diversity enhances informational use. As explained by Williams and O'Reilly (1998), decisions made by groups with diverse information and perspective will be of higher quality than by groups of employees holding the same views. This diversity of information and perspective may steam from diverse educational backgrounds.

In academia, post-graduate research education is especially important because it is a key determinant of research culture. As shown by the higher education literature, "academic institutions possess distinctive cultures which are developed and sustained by identifiable actions of the community members" (Dill, 1982, pp. 304). Several papers have examined the causes and the consequences of academic culture (see e.g., Evans, 2007) and the transmission of the research cultures to the research students (Deem and Brehony, 2000). Barjak and Robinson (2008) show that academic research teams that draw on knowledge from different research cultures and nationalities are more successful (see also Bantel and Jackson, 1989). Research cultures vary, especially, across

[^8]institutional environments and by the degree of research intensity (Holligan et al., 2011).
Notice that educational diversity can be measured, not only at the team, but also at the individual level. Teams led, or composed of, researchers that have been educated outside a given institution, the "outsiders," may be considered salient. ${ }^{14}$ Previous research has documented a tendency of institutions toward the exploitation of familiar knowledge (March, 1991). Recruiting outsiders instead of insiders has been shown to enhance team access to external ideas, enabling it to complement the exploitation of native ideas with the exploration of foreign ideas, thus improving performance (Singh and Agrawal, 2011). ${ }^{15}$

Scientific ability Teams of researchers who, other things equal, differ in ability may also have particular group dynamics that affect their productivity. As argued by Hamilton et al. (2003, 2012), diversity in ability may enhance team productivity if there is learning and collaboration within team members. Using individual productivity data from a garment plant, they show that holding average team ability constant, teams with more heterogeneous worker abilities are more productive. In academia, diversity in ability can also enhance output if there is a clear distribution of tasks and tasks are complementary. As a result, a team consisting of an above-average researcher and a below-average researcher may be more successful than a team of two average researchers.

### 3.3 Ex-ante evaluation

Despite the positive effects highlighted above, diversity may be systematically penalized by funding organizations for several reasons. First, the evaluation of a diverse team, independently if diversity is meant at the individual or at the team level, may be complex (Porter and Rossini, 1985; Nightingale, 1998). Peer review is better at evaluating applications (including curricula and research proposals) within defined fields of knowledge or levels of ability than across fields or levels. Decision-makers may not identify fruitful combinations of fields of knowledge, research practices, or research cultures nor value the usefulness of the potential results of these combinations for other areas. Evaluators often have expertise in (or preferences for) one topic or approach (Li, 2017), and therefore proposals from diverse teams may require experts from several disciplines or approaches. But then these applications may fail to reach the minimum standard of each of them. As stated by Lamont (2009, pp. 210), "combining traditional standards of disciplinary excellence with interdisciplinarity

[^9]presents a greater challenge and creates the potential for double jeopardy for interdisciplinary scholars, because expert and generalist criteria have to be met at a same time."

Second, applications from diverse teams may be (or may be perceived to be) less "safe" or less "doable" than applications from homogeneous teams (Langfeldt, 2006; Laudel, 2006). If funding agencies are sufficiently risk averse (Stephan, 2013), applications with a good chance of generating high-impact research may not be funded if they involve a high risk of not generating any output at all. ${ }^{16}$ Diversity in knowledge and skills, for instance, may be penalized as evaluators may view the projects of a team of specialized researchers working in the same area of research as less likely to fail. Diverse teams may be perceived as being more likely to fail because of a lack of focus or because of coordination and communication costs (Nooteboom, 1999). Diversity in educational backgrounds may also raise evaluators' concerns regarding feasibility because of potential conflicts or because outsiders are perceived to know their institution, culture, and mechanisms less than insiders. Finally, evaluators may be wary of teams of diverse abilities, as the below-average researcher may dominate the performance of the team. The evaluation process may end up placing more weight on the weakest link. ${ }^{17}$

### 3.4 Hypotheses

We now make use of the previous review of the literature to develop two hypotheses which, using the conceptual framework developed in the previous section, should allow us to predict whether funding agencies are biased against or in favor of diversity. To formalize the discussion, let us now relabel the attributes of the team of applicant $Y_{i j}$ 's with $D_{i}$ and $X_{i}$, representing, respectively, the levels of (one of the dimensions of) diversity, and a vector of the other characteristics of the team of applicants.

As previously argued, all else equal, diversity can be penalized in the evaluation process even if it might have a positive effect on performance.

- Hypothesis 1: Diversity is penalized in the award-decision process, i.e., the effect of $D_{i}$ on $f^{*}\left(D_{i}, X_{i}, Z_{i}^{\prime}\right)$ is negative.
- Hypothesis 2: Diversity increases the quality of the project and thus the likelihood of success in ex-post performance, i.e., the effect of $D_{i}$ on $g^{*}\left(D_{i}, X_{i}, Z_{i}\right)$ is positive.

[^10]According to our definition, the agency would be considered biased against diverse teams if hypotheses 1 and 2 were to hold. But it can be that the agency penalizes diversity (hypothesis 1 holds) but is not biased against it (hypothesis 2 does not hold).

## 4 Data and variables

We analyze the award decisions of the EPSRC, the main UK government agency ("Research Council") for funding research in engineering and the physical sciences. EPSRC funding is awarded on the basis of a single-blind peer review, competitive procedure. The mission of the EPSRC as set out in the 1993 Government White Paper on Science, Engineering and Technology 'Realising our Potential" is: "to promote and support high quality basic, strategic and applied research and related postgraduate training in engineering and the physical sciences (Chemistry, Physics and Mathematics), placing special emphasis on meeting the needs of the users of its research and training outputs, thereby enhancing the United Kingdom's industrial competitiveness and quality of life." The mission statement of the EPSRC has barely changed since its inception. ${ }^{18}$

Research Council funding has an enormous influence on the careers of academic scientists in the UK. ${ }^{19}$ Some institutions even set individual research council income targets. ${ }^{20}$ In the aggregate, more than half of the overall research funding of the engineering departments comes from the EPSRC. In addition, the research assessment exercises, which are used to allocate core research funding to UK universities, use research council income as an input measure in the assessment process.

### 4.1 Data sources, construction and sample

We start the construction of our database from all the EPSRC grant applications from 1991 to 2007. For each application, the EPSRC records contain the name of the PI and the coinvestigators (the other team members), the start and end dates, the holding organization, and the amount of funding requested. ${ }^{21}$ PIs must be academic employees of an eligible UK organization. In almost all the applications, the PI and the coinvestigators are employees of the holding organization. We

[^11]also know whether the application has been funded or not. The unit of observation of our analysis will be a grant application of a team of one or more academics.

We match all the EPSRC grant applications with the academic calendar census data of all the engineering departments of 40 major universities in the UK (see Banal-Estañol et al., 2015, for details). We use the applications that include, as a PI or as a coinvestigator, at least one of the academic engineers of the calendar database. We discard the applications of teams of more than 10 academics, so that individual characteristics matter, but the results are very similar when we include all the proposals (only $1.5 \%$ of the applications involve more than 10 academics). Our initial sample has 17,835 applications (teams) over 12 years (1996-2007) that include at least one researcher with full information (for 15,305 projects we have all the information about the PI). In total, our dataset includes 3,786 academics. We also use the applications of the period 1991-1995 for the construction of stock variables.

We use prior publication data to identify most of the job-related attributes of the team members in the application. We identify for each team member in each application all her publications in the Web of Science (WoS) in the five years prior to application date. For example, for a team member of an application of 2005, we take into account all her publications in the period 2000-2004. For each publication, we identify (i) the field assigned to the publishing journal, ${ }^{22}$ (ii) the publishing journal's orientation category in the Patent Board classification (initiated by Narin et al., 1976, and updated by Hamilton, 2003), and (iii) the number of citations received by December 2007. These three pieces of information are going to allow us to proxy for a given researcher's fields of knowledge, skills, and ability, respectively.

We assemble other characteristics of each team member from other sources. We obtain information on the Ph.D. granting institution (for almost all researchers) from specialized websites (ethos.bl.uk/Home.do and www.theses.com) or from departmental or personal web pages. We also collect the time-varying information on academic rank from the academic calendar census. This information also allows us to construct proxies for educational background.

Finally, to construct a measure of success in ex-post performance, we again make use of the WoS database. The WoS database includes, since 2008, information on the funding sources of the publications, obtained from the publication acknowledgments. Because of the WoS coverage period, we searched for the publications that mention, as funding source, one of the 1,493 EPSRC funded applications of the period 2005-2007. We identified 963 publications in the years 2008-2010 that acknowledge one of these EPSRC grants. This process allows us to univocally assign the

[^12]publications that came out of the project (rather than from other projects the same researchers may have). To address potential truncation biases, all our regressions control for the year in which the project started as well as its duration. As a final step, we identified the number of citations received by each of these publications by April 2016. Citation counts are generally an accepted criterion of scientific merit, since they measure the impact of the research results on other scientists (Bornmann and Daniel, 2005; Cole, 2000; Tijssen et al., 2002).

### 4.2 Measures

We now explain how we construct our dependent and control variables, as well as our proxies of diversity. Following prior literature, we include measures that reflect (i) the individual level of diversity of the PI, as the team leader, (ii) the average individual level of diversity of the whole team, and (iii) the team level of diversity of the whole team. Notice that we can only compute team measures of diversity for the teams of at least two members. As we shall see, we make use of several constructs used in the literature, including Blau's (1977) index of heterogeneity (which is based on the HHI, the Herfindahl-Hirschman Index) for categorical variables and Harrison and Klein's (2007) coefficient of variation for continuous measures. ${ }^{23}$ Table 1 provides a summary of all the variables.

## [Insert Table 1 here]

Dependent variables Following our empirical approach we construct two binary variables. The first, the award variable, refers to the ex-ante evaluation process. This variable takes a value of 1 if the application is awarded funding and a value of 0 if it is not. The second binary variable is our measure of success in ex-post performance, which we base on the sum of the "normalized" citations of all the publications coming out of the project. The normalized number of citations of a given publication is obtained by dividing the number of citations received by that publication by the average number of citations received by all the papers published in the same year and in the same field. We construct a dummy variable named success that assigns a value of 1 to the projects in the top $25 \%$ in terms of normalized citations among all the funded applications, and zero otherwise. As argued by Tijssen et al. (2002), gaining attention and recognition from colleagues is an important step in establishing a solid reputation of scientific excellence. Citations to a researcher's papers within other scientific publications written by fellow researchers can be used as measures of these external impacts on their scientific environments.

Control variables We include a significant number of control variables in all the regressions. We first control for ability, proxied by the variable citations, which adds the number of normalized citations (by year and field) of the researcher's publications in the five years prior to the

[^13]application. ${ }^{24,25}$ We also control for type of research. We use the four categories of the Patent Board classification of journals: (1) applied technology, (2) engineering and technological science, (3) applied and targeted basic research, and (4) basic scientific research. Part of the prior research considers the first two categories applied and the last two basic (Breschi et al., 2008) while other authors consider the first and the third categories applied and the second and the fourth basic (van Looy et al., 2006). We take both views into account and define the variable research type of a researcher in a given year as the fraction of her publications in the previous five years in the first category ("applied") relative to the publications in all four categories ("applied" and "basic"). This variable allows us to reflect the orientation of the academic on a continuous $[0,1]$ interval scale. ${ }^{26}$ We also control for the application experience of each researcher, defined as the number of applications in which she participated in the previous four years.

Additionally, we include the following demographic variables: academic rank, on a scale of 1 to 4 (corresponding to the UK categories of lecturer, senior lecturer, reader, and professor), the dummy variable Russell group, which indicates whether the researcher works in one of the universities of this prestigious set, and the department size, in terms of the number of (full-time-equivalent) research active members of the department, according to the RAE database. Academic rank controls for the prestige of the individual and Russell group controls for the quality and prestige of the hosting institution. ${ }^{27}$

Our regressions also control for the duration of the project and the per-capita amount of funding requested (funds per cap). In the award (but not in the performance) regressions, we include the fraction of grants awarded over all our sample in a given quarter, denoted as fraction awarded and constructed as the ratio between the total amount of money disbursed and the total amount requested.

Diversity in knowledge and skills We use multiple measures of diversity of knowledge and skills. Following the literature on interdisciplinarity (e.g., Porter and Rafols, 2009; Wagner et al., 2011; Wang et al., 2015; Yegros-Yegros et al., 2015), our measures of diversity of knowledge are based on the number of fields ("variety"), as well as on the degree of concentration ("balance"),

[^14]of the researchers' publications in the previous five years. As indices of concentration we use the Blau's index of fields, given by $1-\sum s_{i}^{2}$, where $s_{i}$ is the share of the total publications in field $i$, and the Shannon's index of fields, given by $-\sum s_{i} \ln s_{i}$. As individual-level measures of diversity, we use the number, as well as the Blau and Shannon indexes, of the fields of the PI, as well as the averages of all the members of the team. As team-level measures of diversity, we use the contribution of the rest of the team to the scope of knowledge of the PI, defined by the number of fields in which the rest of the team has published but the PI has not (num additional fields), as well as the number, Blau and Shannon indexes of the fields of the publications of the whole team.

To illustrate the difference between some of our individual and team-level measures of diversity of knowledge, consider two simple examples. Suppose a two-member team in which the PI has only published in field $A$ whereas the other team member has only published in field $B$. This team should have no individual-level diversity of knowledge because it is composed of two specialists, whereas it exhibits team-level diversity as the researchers work in different fields. Accordingly, the Blau's index of fields of each researcher would be 0 whereas the num additional fields variable would be 1. Take instead, another team in which both team members have published the same number of papers in each of the two fields $A$ and $B$. This team exhibits individual levels of diversity, as the researchers are interdisciplinary, but not team levels of diversity, as the researchers work in exactly the same fields. Accordingly, the Blau index of each of the team members would be 0.5 whereas the num additional fields would be $0 .{ }^{28}$

We consider an academic as having diversity of skills if she has the ability to publish in both basic and applied journals. We define the level of individual diversity of skills of the PI using the Blau index of types of her publications (basic and applied), which allows us to construct the HHI-based variable heterogeneity of the research types. ${ }^{29}$ At the team level, we can make use of the research type of each individual which, as explained when describing the controls, is a continuous measure of the orientation of the academic. Indeed, we can compute the coefficient of variation of the research type, by dividing the standard deviation of research type across team members by their average level of research type.

Educational diversity We build several measures of individual educational diversity using the institution in which the researcher works and the institution in which she obtained her Ph.D. Building on the idea of salience, we construct a time-varying dummy variable for each researcher named dum PhD outside, which takes a value of 1 if , in that year, the institution in which she is currently working at is different from the one in which she obtained her Ph.D. We thus consider

[^15]"insiders" the researchers that did their Ph.D. in the same institution in which they currently work. We decompose the dum $\operatorname{PhD}$ outside variable further and define four other dummy variables: dum PhD US, dum PhD foreign non-US, dum PhD outside $R G$, and dum $\operatorname{PhD}$ outside non- $R G$, which take a value of 1 if the academic is an outsider and obtained her Ph.D. in, respectively, the US, a country outside the US and the UK, a UK university of the Russell group, and a UK university not in the Russell group. We use both the dummy variables for the PI, and a ratio variable for the whole team, computed as the average of the dummy variables across team members.

As a measure of team diversity, we define a variable named num $\operatorname{PhD}$ outside origins, which counts the number of institutions, other than the holding organization, in which the team members have obtained their Ph.D.

Diversity in abilities We proxy for the level of diversity of team abilities with the coefficient of variation of citations, computed again dividing the standard deviation of normalized citations across team members by their mean level of normalized citations (Harrison and Klein, 2007).

Team size A variable that measures the size of the team may capture, when used in conjunction with the other variables, residual levels of (team) diversity. Indeed, the team science literature has often associated diversity with the number of agents in the team (Wuyts et al., 2005; Uzzi et al., 2013). This literature argues that teams are more likely to integrate multiple and divergent perspectives, thus improving performance, than individual researchers (Singh and Fleming, 2010; Falk-Krzesinski et al., 2011). But, there is considerable evidence that although performance may initially rise as group size increases, this effect tails off or becomes negative above a certain group size threshold, i.e., either no increase or even a decrease in performance (for a review, see von Tunzelmann et al., 2003). It is argued that the larger the number of people in a group, the more effort has to be spent on unifying the broader set of inputs, and the more costly communication, coordination, and control tasks will become (Brooks, 1975). This discussion suggests that there is an inverted U-shaped relation between group size and performance. Thus, we create a variable named num team members (including the PI) and include it together with its square, to take second order effects into account.

### 4.3 Descriptive statistics

We now present descriptive statistics for some of our variables. As shown in the left panel of Table $2 a$, the percentage of applications that are awarded funding is $34 \%$. The average number of normalized past citations is 3.5 and the average research type is 0.25 . Applications have an average duration of 2.76 years and the amount requested per capita for the whole duration of the project is $£ 129,000$. Around $78 \%$ of the applications have a university from the Russell group as the holding institution, although these universities represent $60 \%$ of the pool of universities in our dataset (24 out of 40).

The right panel of Table $2 a$ shows the diversity variables. The average number of members in a team is 2.5 . The percentage of researchers with a Ph.D. from an outside institution in an application is, on average, $63 \%$ and the average number of the Ph.D. origins outside the hosting institution in a team is 1.2 . For those projects for which we have information about at least two researchers, the average Blau index of heterogeneity of fields of the team is 0.55 , the average coefficient of variation of research type is 0.94 , and the coefficient of variation of past citations is 0.34 on average.

Table $2 b$ provides a list of the aggregate number of proposals submitted by each university, as well as the fraction awarded funding. Although the universities of Oxford and Cambridge do not have the most applications, they do have the highest percentage of applications funded.

Table $2 c$ replicates Table $2 a$ for the subsample of awarded applications of the years 2005-2007. By definition, the percentage of awarded applications that are considered ex-post successful is $25 \%$. Table $2 d$ compares the means of the variables (i) award dummy, (ii) ability (citations), (iii) research type, (iv) application experience, (v) academic rank and (vi) Russell group dummy for two sets of teams: the "highly diverse" teams (respectively, "highly non-diverse" teams), defined as those that are above (resp., below) the median in every one of the three main measures of diversity: (i) diversity of knowledge proxied by num additional fields, (ii) diversity in educational diversity proxied by ratio $P h D$ outside, and (iii) diversity in abilities proxied by coef-var citations. The table shows that the highly diverse teams are significantly less likely their applications awarded than highly non-diverse teams although their ability (proxied by citations to prior publications), application experience, academic rank and university prestige is similar.

## 5 Results

We estimate the effects of diversity on the likelihood that an application is funded, as well as on the likelihood that the project is successful ex-post. As explained earlier, diversity can be applied to the individuals of the team (individual levels of diversity) or to the team as a whole (team levels of diversity). We consider the effects of the individual levels of the PI and of the individual and team levels of diversity of the whole team, which we consider in our main results. In all the regressions, we control for year fixed effects and report robust standard errors. As mentioned in the theoretical framework, we focus on the sign of the effects rather than in their magnitudes.

### 5.1 Award decision

Before presenting our main results on the whole team, we report the results of the probit regressions on the effects of the individual measures of diversity of the team leader, the PI, in Table 3. As shown in Column 1, as well as in the rest of the regressions, the effects of the control variables are as expected. PI's ability (proxied by citations of prior publications) and academic rank, as well as holding university's eminence (proxied by being in the Russell group and by the department size),
are important determinants of success in the EPSRC application process. More applied academics find it more difficult to obtain financing (research type). Experience in previous applications (application experience) does not seem to have a significant influence on the result. The duration has a negative effect whereas the per-capita amount of funding requested (funds per cap) does not have a significant effect. Finally, as expected, an application is more likely to be funded in a period in which the overall ratio between the money awarded and money requested (fraction awarded) is larger.
[Insert Table 3 here]

Columns 2, 3 and 4 show that our main measures of interdisciplinarity of the PI (Blau index fields PI, Shannon index fields PI, and Blau index research types PI) have a negative and significant influence on the likelihood of success in the grant application process. More diverse PIs in terms of knowledge and/or skills are more likely to find their application rejected. The num fields PI is not significant (although the correlation between this variable and Blau index fields PI is 0.74). ${ }^{30}$ This suggests that an academic with a strong background in one field who has occasionally contributed to other fields (i.e., variety) is not penalized in the grant allocation process, whereas an academic with a balanced contribution in several fields is. Having been educated in another university also hinders the likelihood of success (the "outsider" dummies), as shown in columns 5 and 6 . The (unreported) marginal impact (computed with all the other variables held at their means) shows that an outsider PI has a $3.1 \%$ lower probability of seeing her application funded than an insider PI (the base category). Separating by origin, having obtained a Ph.D. in the US does not have a significant impact. But in all the other cases, i.e., having a Ph.D. from a foreign country other than the US, or in another UK university, independently if it belongs to the Russell group or not, has a negative and significant effect. All previous results hold in the fully specified model, presented in column 7, except for that of diversity in skills, whose coefficient maintains the same sign but it is no longer significant.

Table 4 reports the results of the probit regressions on the effects of the team-level measures of diversity. All the regressions include the control variables as well as two individual-level (average) measures of diversity of the whole team, one for diversity in knowledge and skills and one for diversity in educational background, as in columns 2 and 6 of Table 3. First notice that, not only the effects of the controls, but also the effects of the measures of individual level of diversity of the whole team are similar to those of the team leader. Namely, greater individual-level diversity of knowledge and a larger share of outsiders from non-US universities have a negative influence in the likelihood of being awarded funding. All regressions also include the number of members of the team (num team members) and the square of this variable. Results suggest that there is a non-linear relationship between group size and success in the award process: the larger the size,

[^16]the lower the likelihood that the team will be funded, but this effect diminishes with the size. The effects are significant in most columns although they lose some significance when we introduce some of the measures of team diversity.
[Insert Table 4 here]
Columns 2 to 8 analyze the effect of the team diversity variables on the teams with at least two members (except for column 3, which considers all the teams). Notice that the effect of these measures are computed in addition to the effect of the individual measures of diversity and of the measures of team size. Still, results are remarkably consistent. Columns 2, 3, 4 and 5 show that the level of team diversity in knowledge and skills decrease the likelihood of the team obtaining the grant. The coefficient of the number of the fields that the rest of the team work on but the PI does not (num additional fields), the heterogeneity of fields (Blau index fields team) and the coefficient of variation of research type (coef-var research type), are negative and significant (num team fields and the Shannon index fields team are negative but non-significant). Column 6 shows that educational diversity also reduces the likelihood of getting the application funded. The num Ph.D. origins is negative and significant. Column 7 reports that teams that exhibit more diversity in scientific ability, proxied by the coefficient of variation of the number of citations (coef-var citations), are less likely to be successful than more homogeneous teams. Column 8 confirms that all the previous effects hold in the fully specified model, except for the variable that proxies for individual diversity of knowledge (Blau index fields ind) which is no longer significant when added alongside the variable that proxies for team level of diversity of knowledge (num additional fields) and for the variable that proxies for the team level of educational diversity (num PhD outside origins) which is no longer significant when added alongside the variables that proxy for the individual level of educational diversity (the "outsider" dummies).

Taken together, the results of tables 3 and 4 suggest that diverse teams are less likely to see their proposals awarded funding than non-diverse teams. Therefore, these results provide support for Hypothesis 1.

### 5.2 Ex-post performance

Table 5 presents the results as to whether diverse teams are more likely to be successful in ex-post performance. We use exactly the same specifications as in Table 4. As explained before, we control for potential differential selection by using a two-step Heckman probit selection model. Below each regression we report the estimate of "rho," which measures the extent of the selection effect, together with its standard error. ${ }^{31}$

## [Insert Table 5 here]

[^17]While columns 3 and 4 show that heterogeneity of fields (measured through the Blau index fields team and Shannon index fields team) and num fields do not have a significant influence on ex-post performance, column 2 points at a significant positive effect of the team diversity in knowledge (num additional fields). On the other hand, team diversity in skills (coef-var research type) does not seem to have a significant impact on ex-post performance, as shown in column 5. Our results suggest that educational diversity has a positive impact on success. Three out of the four of our individual measures (the outsider variables) are significantly positive in many regressions. Moreover, our team measure (num PhD outside origins) is positive and significant in column 6. Diversity in ability (coef-var citations), on the other hand, does not seem to have a significant impact on the likelihood of success in column 7. Most of the regressions suggest that the linear and quadratic coefficients of the size of the team are positive and negative, respectively, as suggested by the team science literature. Although they often have the same sign, the estimates in the regression that includes all variables are not as significant as those in the other regressions. This is probably because of the low number of observations of that regression.

Taken together, the results of Table 5 suggest that diverse teams are generally more likely to be successful in terms of ex-post performance than non-diverse teams. Therefore, the results provide support for Hypothesis 2.

### 5.3 Mediating effects

Our empirical results so far stress that diverse teams are less likely to be successful in the award decision but, at the same time, they are generally more likely to be ex-post successful. We provided two possible explanations for this bias: the evaluation of a diverse team may be complex and the award process may perceive applications by diverse teams as being less "safe" or less "doable" than those of homogeneous teams.

In this section, we investigate which characteristics of the team leader mitigate or amplify the effects of diversity. We claim that the academic prestige of the team leader, for instance in terms of academic rank, may affect the two explanations. The agency may trust that a prestigious, well established, PI "knows what she is doing" when assembling a diverse team, whereas it may have more doubts about a PI with less prestige. In other words, safety may be less of an issue for teams led by prestigious PIs. Similarly, a diverse team led by a prestigious PI may be trusted even if her application is more complex to evaluate than that of a less diverse team.

We construct a dummy variable named professor, which is equal to 1 if the PI is a full professor and 0 otherwise (around $52 \%$ of the PIs are full professors). We include the interaction between this dummy variable and our diversity variables in the probit regressions on the likelihood that an application is awarded funding, as well as on the Heckman probit regressions on the likelihood that the project is ex-post successful. We use the specification that includes all the diversity and control variables (column 8 in tables 4 and 5). A positive (resp., negative) coefficient of the interaction term in the award decision indicates that the negative impact of diversity on the likelihood of
obtaining a grant is mitigated (resp., amplified) if the PI is a prestigious researcher. Similarly, a positive (resp., negative) coefficient of the interaction term in the ex-post performance regression suggests that the positive impact of diversity in the likelihood of success in the project is amplified (resp., mitigated) if the PI is a prestigious researcher.

Columns 1 to 4 of Table 6 report the results for the award decision. They show that the prestige of the PI has a strong positive effect in mitigating the negative impact of diversity. The coefficients of the interaction terms are all positive and (except for the one of the four variables in column 3 for which we did not find a significant negative effect in Table 4) highly significant. Moreover, the sum of the coefficient of the interaction term and the main effect is often close to zero, indicating that the negative effect of diversity is not only mitigated but offset if the team is led by a prestigious PI.

## [Insert Table 6 here]

The results for the ex-post success are reported in columns 5 to 8 . None of the coefficients of the interaction terms are significant. This suggests that the prestige of the PI does not have a strong effect in mitigating or amplifying the positive effect of the team's diversity on the likelihood that the team will be successful. ${ }^{32}$

The results reported in Table 6 are robust in several dimensions. First, the interactions with the other diversity variables lead to qualitatively similar results. Second, we obtain the same results if we run the regressions of Table 4 for two split samples: those teams whose PI is a full professor, and those teams whose PI has a lower rank. The coefficients of the diversity variables for the subsample with prestigious PIs are less negative than those for the subsample with less prestigious PIs. Moreover, they are often not significant.

We have replicated the exercise by interacting the diversity variables with a dummy variable that is equal to 1 if the ability of the PI is above the median and 0 otherwise. The coefficients have the same sign and significance as in Table 6, although the effects for the award decision are less strong. Interestingly, all the interaction effects are insignificant if we interact the diversity variables with a dummy variable that is equal to 1 if the academic age of the PI is above the median and 0 otherwise. This suggests that it is the academic prestige or ability and not the academic age that mitigates the negative effect of diversity in the award decision process.

## 6 Discussion and conclusion

This paper analyzes whether funding bodies are biased against diverse teams, which have often been linked to the production of high-impact research. We develop a general framework that compares the drivers of success in the ex-ante award decision process against the drivers of success

[^18]in ex-post performance. This approach allows us to distinguish between funding agencies that are penalizing and being biased against (as well as between rewarding and being biased in favor of ) any given attribute of the team of applicants. We apply this framework to determine whether funding agencies are biased against diverse teams.

Our empirical results, based on EPSRC data, indicate that diverse teams are not only penalized but are also biased against. On the award decision, teams that exhibit greater diversity in knowledge and skills, education, and/or ability, are significantly less likely to obtain funding. This is true for all of our numerous proxis of (structural) diversity, independently if they measure individual or team levels of diversity, and independently if the individual levels of diversity are measured at the PI or at the whole team level. On ex-post performance, our results suggest that diverse teams are more likely to generate high-impact research. Teams that exhibit greater diversity in team levels of diversity of knowledge and individual or team levels of diversity in education account for a disproportionate share of the highly-cited projects. Even team size, which has been used as a proxy of diversity by the team science literature, tends to simultaneously decrease the likelihood of ex-ante approval and increase the likelihood of ex-post success.

In our conservative definition of a "strong" bias, we request the effect in the ex-ante funding decision to pull in the opposite direction as that of the ex-post success, and both opposing effects to be significantly different from zero. Whenever we do not find this strong evidence of a bias against diverse teams, we do find what we call "weak" evidence of a bias. Diversity in skills and scientific ability, for instance, significantly reduce the likelihood of funding despite not significantly affecting the likelihood of generating high-impact research.

We provide two possible explanations for the bias against diversity in the award decision process of funding organizations. First, the evaluation of a diverse team may be complex. Decision-makers may not identify or value fruitful combinations of fields of knowledge, research practices, or research cultures. Second, the award process may perceive applications by diverse teams as being less "safe" or less "doable" than those of homogeneous teams. Diversity in knowledge and skills, for instance, may be penalized as evaluators may view the proposals of a team of interdisciplinary researchers or a team of specialized researchers working in different areas as more likely to fail to generate any sort of outcome at all. We claim that both, safety and complexity, may be less of an issue for teams led by prestigious PIs. Consistent with this, our regressions show that the prestige of the PI mitigates the negative impact of diversity in the award regressions. In fact, the negative effect of diversity often disappears if the team is led by a prestigious PI. In contrast, the prestige of the PI does not have a significant effect in mitigating or amplifying the positive effect of the team's diversity on ex-post performance. These results are true independently if we measure prestige by academic rank or scientific ability.

Our results thus provide empirical support to the concerns voiced by academics on both sides of the Atlantic, about the important consequences of the proclivity for risk aversion and conservatism in the funding allocation process (Luukkonen, 2012; Stephan, 2013). Indeed, less diversity in funded
research teams, and the resulting reduction of high-impact research, may make it unlikely that the economy will reap significant returns from its investments in $R \& D$. One of the main reasons to place research in the university sector is that the society needs to try combinations of knowledge and skills of an unpredictable nature. Without government support, the society has a tendency to underinvest in this kind of research. Yet the system has evolved to do precisely the opposite of this, placing emphasis on safety and doability (Stephan, 2013). In this sense, our paper justifies the emergence of various mechanisms recently put in place to support different types of diversity. An example of such mechanisms include the Interdisciplinary Research program of the NIH to promote interdisciplinary collaborations.

Our framework can also be used to test for biases against other attributes of the team of applicants. In unreported regressions, we have tried (but failed) to find a bias in favor or against demographic diversity. Demographic diversity, in terms of gender, academic age, or academic rank, does not significantly affect the likelihood of grant approval nor the likelihood of ex-post success. This suggests that, without explicit mechanisms in place, evaluation processes may not end up positively discriminating, for instance, women. With respect to our control variables, our regressions show that team ability and seniority, as well as a university's eminence, are important determinants of success in the EPSRC application process. Ability and university eminence also improve the likelihood of ex-post success. But we find weak evidence of a bias in the case of seniority, because seniority, conditional on ability, increases the likelihood of grant approval but it does not affect the likelihood of ex-post success.

Our approach can also be used to test for biases against other project characteristics. Provided that data on project keywords or project descriptions are available, one could for instance test whether funding agencies not only penalize but are also biased against novel projects. Together with data on researcher characteristics, one could then distinguish between biases against diverse teams and biases against novel projects. Our two-step procedure can also be used, more generally, to test other objectives of funding agencies, beyond funding high-impact research, such as promoting original research, international collaboration, or collaboration with industry.
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## Table 1. List of variables

In this table we report the variables we use in the regressions and their definition. The last column indicates the category of each variable: $\mathrm{D}=$ dependent variable, $\mathrm{C}=$ control variables, $\mathrm{DKS}=$ diversity in knowledge and skills, $\mathrm{DE}=$ diversity in educational background, and $\mathrm{DA}=$ diversity in scientific ability. (ind) means individual levels of diversity and (team) means team levels of diversity

| Name of variable | Definition of variable |  |
| :---: | :---: | :---: |
| Award | dummy equal to 1 if the application is awarded | D |
| Success | dummy equal to 1 if the project is in the top quartile in normalized citations | D |
| Citations | annual per-capita normalized citations of papers | C |
| Research type | ratio \# of papers category 1 / \# of papers all categories | C |
| Application experience | \# of applications in previous 4 years per year | C |
| Academic rank | academic rank on a scale 1 to 4 | C |
| Russell group | dummy variable equal to 1 if uni in the Russell group | C |
| Department size | \# of members in the engineering faculty (in hundreds) | C |
| Duration | duration of the project (in years) | C |
| Funds per cap | ratio of requested funding / \# of members of the team (in millions) | C |
| Fraction awarded | fraction of money awarded within a given quarter | C |
| Num fields | \# of fields of the publications | DKS (ind/team) |
| Blau index fields | $1-\mathrm{HHI}$ index of fields, i.e., $1-\sum \mathrm{si}^{\wedge} 2$ where si is the fraction of publications in field i | DKS (ind/team) |
| Shannon index fields | $-\sum$ si $\ln ($ si) where si is the fraction of publications in field i | DKS (ind/team) |
| Num additional fields | \# of fields where the team has published but the PI has not | DKS (team) |
| Blau index research types | $1-\mathrm{HHI}$ index of the types of the publications | DKS (ind) |
| Coef-var research type | normalized std deviation of type of research of team members | DKS (team) |
| Dum/Ratio PhD outside | presence/fraction of PhD degrees from different than the current uni | DE (ind) |
| Dum/Ratio PhD US | presence/fraction of PhD degrees in the US | DE (ind) |
| Dum/Ratio PhD foreign non-US | presence/fraction of PhD degrees in a foreign country different from the US | DE (ind) |
| Dum/Ratio PhD outside RG | presence/fraction of PhD degrees in a UK Russell group uni different from holding uni | DE (ind) |
| Dum/Ratio PhD outside non-RG | presence/fraction of PhD degrees in a UK non-Russell group uni different from holding uni | DE (ind) |
| Num PhD outside origins | \# of institutions in which members have PhD from other than the holding uni | DE (team) |
| Coef-var citations | normalized std deviation of citations of the team members | DA (team) |
| Num team members | sum of the \# of coinvestigators and the PI |  |

Table 2a. Descriptive statistics on the sample for the award decision. In this table, we report the descriptive statistics for the dependent, control, and diversity variables that we use in the regressions for the award decision. All variables are defined in Table 1.

| Dependent and control <br> Variables | Observations | Mean | St dev | Median |
| :--- | :---: | :---: | :---: | :---: |
| Awarded | 17,835 | .34 | .474 | 0 |
| Citations | 17,835 | 3.551 | 4.985 | 1.93 |
| Research type | 17,835 | .252 | .321 | .1 |
| Application experience | 17,835 | 1.27 | 1.171 | 1 |
| Academic rank | 17,835 | 2.795 | 1.012 | 3 |
| Russell group | 17,835 | .782 | .413 | 1 |
| Department size (in hundreds) | 17,835 | 1.391 | .725 | 1.236 |
| Fraction awarded | 17,835 | .32 | .083 | .306 |
| Duration (in years) | 17,835 | 2.76 | 1.019 | 3 |
| Funds per cap (in Million $£$ ) | 17,835 | .129 | .28 | .082 |


| Diversity Variables | Observations | Mean | St dev | Median |
| :--- | :---: | :---: | :---: | :---: |
| Num team members | 17,835 | 2.52 | 1.635 | 2 |
| Blau index fields ind | 17,835 | .473 | .214 | .52 |
| Num fields PI | 15,286 | 3.334 | 1.623 | 3 |
| Num additional fields | 8,095 | 1.258 | 1.508 | 1 |
| Blau index fields team | 9,888 | .553 | .196 | .61 |
| Num fields team | 17,835 | 4.007 | 1.898 | 4 |
| Shannon index fields team | 9,888 | .381 | .152 | .4 |
| Coef-var research type | 5,807 | .936 | .589 | 1.01 |
| Ratio PhD outside | 17,835 | .629 | .406 | .66 |
| Ratio PhD US | 17,835 | .03 | .146 | 0 |
| Ratio PhD foreign non-US | 17,835 | .07 | .222 | 0 |
| Ratio PhD outside RG | 17,835 | .399 | .413 | .33 |
| Ratio PhD outside non-RG | 17,835 | .129 | .284 | 0 |
| Num PhD outside origins | 17,835 | 1.161 | .877 | 1 |
| Coef-var citations | 9,000 | .337 | .211 | .3 |

Table 2b. List of universities. This table presents the total number of applications and the fraction awarded for each university. * The University of Manchester was formed in 2004 by the merger of the University of Manchester Institute of Science and Technology (UMIST) and Victoria University. We assign the applications of the merging partners to the University of Manchester

| Russell Group | Number of applications | Fraction awarded | Non-Russell Group | Number of applications | Fraction awarded |
| :---: | :---: | :---: | :---: | :---: | :---: |
| University of Birmingham | 798 | 0.35 | University of Aberdeen | 123 | 0.28 |
| University of Bristol | 396 | 0.35 | Aston University | 183 | 0.32 |
| University of Cambridge | 1,062 | 0.44 | Brunel University | 260 | 0.17 |
| Cardiff University | 340 | 0.22 | City University | 182 | 0.31 |
| Durham University | 187 | 0.30 | University of Dundee | 182 | 0.31 |
| University of Edinburgh | 447 | 0.31 | University of Essex | 140 | 0.33 |
| University of Exeter | 151 | 0.28 | University of Hull | 132 | 0.28 |
| University of Glasgow | 459 | 0.34 | Heriot-Watt University | 318 | 0.28 |
| Imperial College London | 1,529 | 0.38 | Lancaster University | 40 | 0.37 |
| King's College London | 192 | 0.28 | University of Leicester | 199 | 0.28 |
| University of Leeds | 946 | 0.35 | Loughborough University | 884 | 0.31 |
| University of Liverpool | 510 | 0.34 | University of Reading | 54 | 0.24 |
| The University of Manchester* | 1,496 | 0.33 | University of Salford | 172 | 0.38 |
| Newcastle University | 591 | 0.31 | University of Strathclyde | 536 | 0.30 |
| University of Nottingham | 822 | 0.34 | Swansea University | 368 | 0.39 |
| University of Oxford | 663 | 0.39 | University of Wales, Bangor | 119 | 0.29 |
| Queen Mary | 366 | 0.36 |  |  |  |
| Queen's University of Belfast | 403 | 0.30 |  |  |  |
| University of Sheffield | 1,073 | 0.36 |  |  |  |
| University of Southampton | 646 | 0.34 |  |  |  |
| University College London | 517 | 0.35 |  |  |  |
| University of Warwick | 253 | 0.34 |  |  |  |
| University of York | 96 | 0.35 |  |  |  |
| Total | 13,943 | 0.35 | Total | 3,892 | 0.30 |

Table 2c. Descriptive statistics on the sample for the ex-post perfomance. In this table, we report the descriptive statistics for the dependent, control, and diversity variables that we use in the regressions for the ex-post performance. All variables are defined in Table 1.

| Dependent and control <br> Variables | Observations | Mean | St dev | Median |
| :--- | :---: | :---: | :---: | :---: |
| Success | 1,453 | .248 | .432 | 0 |
| Citations | 1,453 | 4.380 | 5.255 | 2.79 |
| Research type | 1,453 | .231 | .308 | .07 |
| Application experience | 1,453 | 1.755 | 1.334 | 1.5 |
| Academic rank | 1,453 | 3.031 | 1.968 | 3 |
| Russell group | 1,453 | .843 | .364 | 1 |
| Department size (in hundreds) | 1,453 | 1.432 | .730 | 1.288 |
| Duration (in years) | 1,453 | 2.729 | 1.178 | 3 |
| Funds per cap (in Million $£$ ) | 1,453 | .142 | .175 | .1 |


| Diversity Variables | Observations | Mean | St dev | Median |
| :--- | :---: | :---: | :---: | :---: |
| Num team members | 1,453 | 2.745 | 1.923 | 2 |
| Ratio PhD outside | 1,453 | .645 | .403 | .85 |
| Ratio PhD US | 1,453 | .033 | .154 | 0 |
| Ratio PhD foreign non-US | 1,453 | .095 | .254 | 0 |
| Ratio PhD outside RG | 1,453 | .387 | .417 | .33 |
| Ratio PhD outside non-RG | 1,453 | .130 | .286 | 0 |
| Num PhD outside origins | 1,453 | 1.195 | .936 | 1 |
| Blau index fields ind | 1,453 | .481 | .212 | .53 |
| IP num fields | 1,231 | 3.600 | 1.758 | 3 |
| Num additional fields | 654 | 1.226 | 1.498 | 1 |
| Blau index fields team | 771 | .563 | .189 | .61 |
| Team num fields | 1,453 | 4.286 | 2.022 | 4 |
| Shannon index fields team | 771 | .396 | .150 | .41 |
| Coef-var research type | 481 | .917 | .599 | .97 |
| Coef-var citations | 718 | .302 | .201 | .265 |

Table 2d. Test of differences in descriptive statistics for very diverse and very non-diverse teams. This table presents the test of differences in the mean of two groups, the very diverse teams (defined as those above average diversity in terms of additional broad fields, scientific diversity, and outsiders) and the very non-diverse teams (defined as those below average in the three measures). ${ }^{* * *},^{* *}$, and * indicate significance at the $1 \%, 5 \%$, and $10 \%$ level, respectively. All variables are defined in Table 1.

|  | Very diverse team | Very non-diverse team | Difference in means <br> $t$-stat |
| :--- | :---: | :---: | :---: |
| Awarded | .283 | .372 | $-.089^{* * *}$ |
| Citations | 3.599 | 3.241 | .359 |
| Research type | .247 | .294 | $.048^{* * *}$ |
| Application experience | 1.246 | 1.306 | -.060 |
| Academic rank | 2.748 | 2.732 | .016 |
| Russell group | .774 | .756 | .018 |
| Observations | 980 | 713 |  |

Table 3. Likelihood of award against the level of individual diversity of the PI. This table reports Probit regression results of the effect of several control and individual diversity variables of the PI of the projects on the likelihood that the project is awarded. Robust standard errors are in parentheses. ${ }^{* * *}$, ${ }^{* *}$, and ${ }^{*}$ indicate significance at the $1 \%, 5 \%$, and $10 \%$ level, respectively. All variables are defined in Table 1.


Table 4. Likelihood of award against the level of individual and team diversity of the team. This table reports Probit regression results of the effect of several control and individual and team diversity variables of the team members of the projects on the likelihood that the project is awarded. Robust standard errors are in parentheses. ${ }^{* * *}$, **, and * indicate significance at the $1 \%, 5 \%$, and $10 \%$ level, respectively. All variables are defined in Table 1.


Table 5. Likehood of expost success against the level of individual and team diversity of the team. This table reports the second stage of the Heckman Probit regression results of the effect of several control and individual and team diversity variables of the team members of the projects on the likelihood that the project is successful, that is, that it produces publications in the top $25 \%$ in terms of citations normalized by year and by field among all the projects. Robust standard errors are in parentheses. ${ }^{* * *}{ }^{* *}$, and * indicate significance at the $1 \%, 5 \%$, and $10 \%$ level, respectively. All variables are defined in Table 1.


Table 6. Mediating effects. Panel A of this table reports Probit regression results of the effect of several control, individual and team diversity variables of the team members of the projects, as well as some interaction terms on the likelihood that the project is awarded. Each column includes the interaction between the dummy variable Professor, which is equal to 1 if the Pl is a full professor and 0 otherwise, with diversity variables. Column 1 includes the interaction of Professor with the variable Number of additional
fields, column 2 with the Coefficient of variation of the research type, column 3 with the four variables used to identify Outside academics, and column 4 with the Coefficient of variation of the citations. Panel B reports the second stage of the Heckman Probit regression results of the effect of the same variables as Panel A on the likelihood that the project is successful, that is, that it produces publications in the top $25 \%$ in terms of citations normalized by year and by field among all the projects. Robust standard errors are in parentheses. ${ }^{* * *}$,* and *indicate significance at the $1 \%, 5 \%$, and $10 \%$ level, respectively. The control and diversity variables are defined in Table

|  | Panel A: Award |  |  |  | Panel B: Expost success |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Knowledge and skills |  | Educational back | Scient Ability | Know | skills | Educational back | Scient Ability |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
| Num additional fields | $-0.092^{* * *}$ | $-0.064^{* * *}$ | $-0.067^{* * *}$ | ${ }^{-0.065 * * *}$ | ${ }^{0.086}$ | 0.039 | 0.034 | ${ }^{0.047}$ |
| Coef-var research type | [0.017] | [0.015] | [0.015] | [0.015] | [0.094] | [0.080] | [0.086] | [0.090] |
|  | $-0.080^{*}$ | $-0.158^{* * *}$ | $-0.081 *$ | $-0.082^{*}$ | 0.024 | 0.027 | 0.059 | 0.027 |
|  | [0.043] | [0.048] | [0.043] | [0.043] | [0.155] | [0.224] | [0.155] | [0.161] |
| Num PhD outside origins | 0.041 | 0.037 | 0.339 | 0.043 | $-0.148^{*}$ | -0.142 | -0.148 | $-0.152^{*}$ |
|  | [0.032] | [0.032] | [0.032] | [0.032] | [0.089] | [0.098] | [0.096] | [0.089] |
| Coef-var citaions | -0.186* | -0.209** | $-0.200^{*}$ | $-0.378^{* * *}$ | -0.364 | -0.399 | -0.547 | -0.116 |
|  | [0.107] | [0.107] | [0.107] | [0.123] | [0.441] | [0.450] | [0.520] | [0.518] |
| Num team members | ${ }^{-0.010}$ | ${ }^{-0.016}$ | ${ }^{-0.018}$ | ${ }^{-0.021}$ | ${ }^{0.119}$ | ${ }^{0.116}$ | ${ }^{0.1144}$ | ${ }^{0.1300}$ |
|  | ${ }^{[0.051]}$ | [0.051] | [0.051] | [0.051] | [0.136] | [0.149] | [0.151] | [0.137] |
| Num team members squared | ${ }^{0.001}$ | 0.002 | ${ }^{0.002}$ | ${ }^{0.002}$ | ${ }^{-0.001}$ | -0.001 $[0.015]$ | -0.000 $[0.016]$ | -0.003 $[0.016]$ |
|  | Main effects (individual diversity) |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
| Blau index fields ind | 0.005 | 0.034 | 0.047 | 0.032 | 0.551 | 0.600 | 0.677 | 0.512 |
|  | [0.137] | [0.137] | [0.137] | [0.137] | ${ }^{\text {[0.557] }}$ | ${ }^{\text {[0.541] }}$ | [0.580] | [0.580] |
| Ratio Pho us | 0.140 | 0.160 | 0.049 | 0.136 | 1.235 | 1.353 | 1.265 | 1.231 |
|  | ${ }^{\text {[0.173] }}$ | [0.173] | ${ }^{[0.225]}$ | [0.173] | ${ }^{[1.022]}$ | [0.852] | ${ }^{\text {[0.982] }}$ | ${ }^{[1.164]}$ |
| Ratio PhD foreign non-US | $-0.444^{* * *}$ | $-0.433^{* * *}$ | $-0.694 * * *$ | -0.436*** | $0.768{ }^{* *}$ | 0.740* | 0.997 | 0.765** |
|  | ${ }^{[0.130]}$ | [0.130] | [0.163] | ${ }^{[0.130]}$ | ${ }^{[0.372]}$ | [0.397] | [0.616] | [0.376] |
| Ratio PhD outside RG | $-0.220^{* *}$ | ${ }^{-0.213 * *}$ | -0.288*** | -0.220** | 0.720** | 0.721** | 0.908*** | 0.727** |
|  | ${ }^{[0.092]}$ | [0.092] | [0.099] | [0.092] | [0.303] | [0.294] | [0.333] | [0.320] |
| Ratio PhD outside non-RG | $-0.278^{* *}$ $[0.111]$ | $-0.267^{1 *}$ | $-0.418^{* * *}$ [0.133] | $-0.272^{* *}$ $[0.111]$ | $\begin{gathered} 0.668 \\ {[0.413]} \\ {[ } \end{gathered}$ | $0.692^{*}$ | $\begin{array}{r} 0.672 \\ 0.0721 \\ \hline \end{array}$ | $0.648$ [0.439] |
| Interactions |  |  |  |  |  |  |  |  |
| Num additional fields*Professor | $\underset{\substack{0.055^{* * *} \\[0.019]}}{ }$ |  |  |  | $\begin{gathered} -0.074 \\ {[0.062]} \end{gathered}$ |  |  |  |
| Coef-var research type*Professor |  | $\begin{gathered} 0.152^{2 * *} \\ {[0.039]} \end{gathered}$ |  |  |  | $\begin{gathered} -0.040 \\ {[0.178]} \end{gathered}$ |  |  |
| Ratio PhD Us*Professor |  |  | 0.237 |  |  |  | 0.083 |  |
|  |  |  | ${ }^{[0.305]}$ |  |  |  | $[1.242]$ <br> -0.395 <br> 0.727 |  |
| Ratio PhD foreign non-US*Professor |  |  | $0.536 * *$ $[0.212]$ |  |  |  | $\begin{aligned} & -0.395 \\ & {[0.712]} \end{aligned}$ |  |
| Ratio PhD outside RG*Professor |  |  | ${ }^{0.164 *}$ |  |  |  | ${ }^{-0.294}$ |  |
|  |  |  | ${ }_{0}^{\left[0.03133^{* *}\right.}$ |  |  |  | ${ }^{[0.288]}$ |  |
| Ratio PhD outside non-RG*Professor |  |  | $\begin{aligned} & 0.313^{* *} \\ & {[0.150]} \end{aligned}$ |  |  |  | $\begin{gathered} -0.061 \\ {[0.586]} \end{gathered}$ |  |
| Coefvar citation**Pofessor |  |  |  | $\begin{gathered} 0.373 * * * \\ {[0.126]} \\ \hline \end{gathered}$ |  |  |  | $\begin{gathered} -0.401 \\ {[0.403]} \end{gathered}$ |
| Control Variables | yes | yes | yes | ves | yes | yes | yes | yes |
| tho |  |  |  |  | ${ }^{-0.943}$ | ${ }^{-0.715}$ | ${ }^{-0.697}$ | ${ }^{-0.960}$ |
|  |  |  |  |  | [1.466] | [1.146] | [1.138] | [1.698] |
| Uncensored observations <br> Observations |  |  |  |  | 428 | 428 | 428 | 428 |
|  | 5,116 | 5,116 | 5,116 | 5,116 | 1,610 | 1,610 | 1,610 | 1,610 |

Robust standard errors in brack


[^0]:    *Corresponding author: Universitat Pompeu Fabra, Barcelona GSE and City, University of London. Ramon Trias Fargas, 23-25, 08003 Barcelona. Email: albert.banalestanol@upf.edu.
    ${ }^{\dagger}$ Universitat Autonoma de Barcelona and Barcelona GSE. Email: ines.macho@uab.es.
    ${ }^{\ddagger}$ Universitat Autonoma de Barcelona and Barcelona GSE. Email: david.perez@uab.es.

[^1]:    ${ }^{1}$ The term "transformative research" has been used by the NSF. At the National Institutes of Health (NIH) the phrase is sometimes rendered as "translational research." Within the European Research Council (ERC), the term "frontier research" is often used.

[^2]:    ${ }^{2}$ This is in contrast to the concept of demographic diversity that refers to differences in readily detectable attributes such as gender, age, or race.
    ${ }^{3}$ Banal-Estañol et al. $(2013 ; 2018)$ used part of this dataset to analyze endogeneous collaboration patterns between academics and firms and the consequences, in terms of publication activity, of these collaborations.
    ${ }^{4}$ More generally, other researchers have questioned funding organizations and the evaluation and award process (Viner et al., 2004). Some suggest that the outcome distribution is not wholly meritocratic (Wenneras and Wold, 1997; Hegde and Mowery, 2008). Grimpe (2012), for example, shows that obtaining a government grant is influenced not by scientist productivity but by other personal attributes, and by institutional and discipline characteristics.

[^3]:    ${ }^{5}$ Project novelty is measured by comparing the pairs of keywords that could occur in an R\&D proposal with the pairwise combinations that have appeared in previous projects. Criscuolo et al. (2017) use a similar procedure to show that organizations are more likely to select projects that are characterized by intermediate levels of novelty. Similarly, Mueller et al. (2011) suggest that even people who claim to be highly motivated to achieve novel outcomes are often biaised against ideas that depart from existing ways of doing things because of their inherent uncertainty. Despite its advantages, our database does not allow us to measure project novelty and separate project novelty from team diversity.
    ${ }^{6}$ To construct a measure of ex-post performance, we trace back the research output of each specific application team in each particular project, and not only the overall performance of the applicants. We make use of a recent development in the publication databases that include the funding sources of each article. Like Ferguson and Carnabuci (2017) in a study of patent evaluations, we take into account that we can construct this measure only for funded applications in the econometric method.
    ${ }^{7}$ As in Boudreau et al. (2016) and Li (2017), our focus is on the award decisions themselves rather than on the effects of the grant program. Azoulay et al. (2011) showed that researchers supported by funding bodies that tolerate early failure, reward long-term success, and do not limit freedom, such as the Howard Hughes Medical Institute, are more likely to produce breakthroughs than comparable grantees from the NIH, which has short review cycles, pre-defined deliverables, and renewal policies that are unforgiving of failure. Jacob and Lefgren (2011) find that receipt of an NIH grant only leads to about one additional publication over the following five years.
    ${ }^{8}$ The ERC's mission statement asserts that "The ERC's mission is to encourage the highest quality research in Europe through competitive funding and to support investigator-driven frontier research across all fields, on the basis of scientific excellence." In its objectives, Norway's research council states that "Grants are awarded on the basis of the scientific merit." See https://www.epsrc.ac.uk/newsevents/pubs/standard-calls-reviewer-helptext, https://erc.europa.eu/about-

[^4]:    erc/mission, and http://www.forskningsradet.no/en/Funding/FRINATEK/1254025689182.

[^5]:    ${ }^{9}$ Our empirical results are robust to different thresholds as measures of success. We use a dichotomous variable as a measure of success in ex-post performance to facilitate the comparison with the drivers of success in the ex-ante evaluation and award process.

[^6]:    ${ }^{10}$ For example, the research track record of the applicants is typically a "critical component in evaluations of grant proposals" (Marsh et al., 2008, p. 167).

[^7]:    ${ }^{11}$ An alternative to measuring the quality of unfunded grants in case applications are based on research that is already very advanced, is to use text-matching and link grant application titles with the titles and abstracts of semantically related publications (Li, 2017).

[^8]:    ${ }^{12}$ Another example of a successful interdisciplinary team is the famous institute Pasteur (Hage and Mote, 2010).
    ${ }^{13}$ Catalini (2018) also documents an increase in variance. Unfortunately, our data on ex-post performance, despite being very precise (as it refers to the results of a relatively small team that worked together on a particular research project), does not allow us to precisely estimate other parameters of the distribution of citations, such as the variance of citations, as Catalini (2018) does using a whole laboratory as a unit of observation.

[^9]:    ${ }^{14}$ This is especially the case in countries or fields of research where academic "endogamy" is high. Endogamy is high in several European countries (greater than 50 percent in Belgium, France, Spain, and Sweden), somewhat lower in Germany and the UK, and dramatically lower in the US (Aghion et al., 2010). As it will be shown in the descriptive statistics, the percentage of academics in our dataset who are "endogamous" is around $37 \%$.
    ${ }^{15}$ Outsiders can, of course, also come from abroad. Levin and Stephan (1999) find that exceptionally productive scientists and engineers working in the US have a higher probability of being foreign born and foreign educated than the underlying population of US scientists. Scellato et al. (2012) show that internationally mobile researchers, and in particular those that trained outside the destination country, contribute significantly to extending the quality of the research network in destination countries at no detriment to the quality of the research performed.

[^10]:    ${ }^{16}$ This behavior may be reinforced if agencies or evaluation panels follow a loss-averse behavior (Kahneman and Tversky, 1984), which consists of having asymmetric attitudes with respect to gains and losses. Their aversion to losses (the fear of financing projects that may not deliver any outcome) can be stronger than their liking of gains (even if these may represent breakthroughs). Reviewers may also be uncertainty averse. Uncertainty-averse individuals prefer a lottery with known probabilities to a similar lottery with unknown probabilities (Ellsberg, 1961).
    ${ }^{17}$ Committees of evaluators may also tend to have more disperse evaluations when they appraise diverse teams (Sah and Stiglitz, 1986). As before, disperse evaluations may make an application less likely to be funded, as it may be relatively more difficult to reach consensus among committee members (if evaluation is more subjective) or to reach minimum threshold levels (if evaluation is more quantitative).

[^11]:    ${ }^{18}$ Nowadays, the mission statement is to "Promote and support, by any means, high quality basic, strategic and applied research and related postgraduate training in engineering and the physical sciences. Advance knowledge and technology (including the promotion and support of the exploitation of research outcomes), and provide trained scientists and engineers, which meet the needs of users and beneficiaries (including the chemical, communications, construction, electrical, electronic, energy, engineering, information technology, pharmaceutical, process and other industries), thereby contributing to the economic competitiveness of the United Kingdom and the quality of life."
    ${ }^{19}$ It is a key aspect in the academic promotion policies. City University's promotion policies, for instance, request evidence of contributions to research and include, next to "high quality publications," "a significant level of financial support/a number of grants from Research Councils." This is also the case in other countries. In the US, as stated by Stephan (2013): "External funding, which was once viewed as a luxury, has become a necessary condition for tenure and promotion."
    ${ }^{20}$ See "Grant income targets set at one in six universities," Times Higher Education, June 11, 2015.
    ${ }^{21}$ We observe no difference between funds requested and funds awarded.

[^12]:    ${ }^{22}$ WoS allocates the journals in the Science Citation Index (SCI) to 172 subject categories (such as "mechanics", "engineering, mechanical" and "mathematics, interdisciplinary applications"), which are further grouped by Leydesdorff and Rafols (2009) into 14 fields (such as "Materials Sciences", "Computer Sciences" and "Engineering") using factor analysis. Almost all of the WoS publications of our researchers are in journals of the SCI but a few of them are in journals of the Social Science Citation Index (SSCI). We group those in the latter index in a 15 th field. The most common fields of the publications of our researchers are Computer Sciences (24\%), Materials Sciences (22\%), Engineering (20\%), Chemistry (12\%) and Biomedical Sciences, Environmental Sciences and Physics (4\% each).

[^13]:    ${ }^{23}$ The coefficient of variation, obtained by dividing the standard deviation by the mean, provides the most direct and scale-invariant measure of dispersion for a continuous variable.

[^14]:    ${ }^{24}$ We have also considered other measures of ability such as the normal count of published papers, the weighted-impact-factor sum of publications using the Journal Impact Factors (JIF) attributed to the publishing journal in the year of publication in the Science Citation Index (SCI), the average impact-factor per publication, or the number of top-cited papers. All of them give similar results.
    ${ }^{25}$ Some of the academic researchers are not in our sample for the whole period, for example, because they are junior or come from abroad. We take this into account by computing the five-year equivalent measures using the years available (out of the five years prior to the start of the project).
    ${ }^{26}$ We have replicated the exercises by using as a measure of research type the fraction of publications in the first and second groups, relative to the count of publications in all four groups. Qualitative results are very similar.
    ${ }^{27}$ We have considered an alternative measure for the quality of the holding organization based on the 2008 Research Assessment Exercise (RAE) evaluation of the quality of research undertaken by UK institutions. Using a variable that computes the fraction of papers that are at the top category of their discipline (the so-called four star papers, as opposed to the one, two or three star papers) gives similar results.

[^15]:    ${ }^{28}$ Notice that the Blau index of the publications of the whole team would not be able to distinguish between individual and team-level diversity, as it gives the same value ( 0.5 ) to the two teams in the two examples. This is why, although we use both, we favor the num additional fiels variable over the Blau index as team-level measure of diversity.
    ${ }^{29}$ As an alternative, we used a dummy variable which is equal to 1 if the value of the research type variable is intermediate, i.e., within the interval $(0.33,0.66)$. Results remained unchanged.

[^16]:    ${ }^{30}$ The variable num of fields PI is not significant even when we replicate the same regression without the variable Shannon index fields PI.

[^17]:    ${ }^{31}$ Our estimates of rho suggest that we cannot exclude the possibility that the unobservables in the award regression are unrelated to those of the ex-post performance regression. In other words, selection into the sample of the second stage may end up being a random process.

[^18]:    ${ }^{32}$ Similar results are obtained if we interact these variables with the regressions that include the measures of team diversity one by one, i.e., columns 1 to 5 of tables 4 and 5 .

