Barcelona

Graduate
School of
Economics

Centralized vs. Decentralized
Management: an Experimental Study

Jordi Brandts
David J. Cooper

November 2015

Barcelona GSE Working Paper Series
Working Paper n°® 854



Centralized vs. Decentralized Management:

An Experimental Study

by Jordi Brandts* and David J. Cooper**
* Instituto de Analisis Econdémico (CSIC) and Bamed GSE
** Florida State University and University of Easbglia
November 18, 2015

Abstract: We introduce a new game to the experimentalditee and use it to study how behavioral
phenomena affect the tradeoffs between centraineddecentralized management. Our game models an
organization with two divisions and one central agar. Each division must choose or be assigned a
product. Ignoring asymmetric information, the umgiag game is an asymmetric coordination game
related to the Battle of the Sexes. In equilibridhe divisions coordinate on identical producEach
division prefers an equilibrium where the selegbedducts are closest to its local tastes whileraént
management prefers the efficient equilibrium, dateed by a randomly state of the world, which
maximizes total payoffs. The state of the worldn®wn to the divisions, but the central managdy on
learns about it through messages from the divisigms have incentives to lie. Contrary to the tlyeor
overall performance is higher under centralizatiomere the central manager assigns products to
divisions after receiving messages from the divisjathan under decentralization where the divisions
choose their own products. Underlying this, misfdination is common under decentralization and
divisions fail to use their information when they doordinate. Mis-coordination is non-existent end
centralization and there is a high degree of ttalling by divisions as well. Performance under
centralization is depressed by persistent sub-@ptirse of information by center managers.

Keywords: Coordination, Experiments, Organizations, Asymnedirformation
JEL Classification Codes:C92, D23, J31, L23, M52

Acknowledgements The authors thank the NSF (SES-0214310), theniSpaMinistry of Economics
and Competitivenes&Grant: EC02014-59302-Rnd theGeneralitat de CatalunyéGrant: 2014 SGR 510).



1. Introduction: A central question in the economics of organieatiis whether organizations should be
centrally managed or divisions should operate ieddpntly. This is an old question in economics,
dating back to debates about whether an economycshe centrally managed as in a socialist economy
or decentralized as under capitalisnThere is a long history of theory papers lookirighe tradeoffs
between centralization and decentralization witfifms and recent years have seen a new burst of
research, both theoretical and empirical, on gusd® At the heart of the matter is whether a firm dtou
be more concerned about coordination problems teetits divisions or the difficulties associatedhwit
information transmission from its divisions to aahimanagement.

One of the primary advantages of large firms & dbility to take advantage of economies of
scale. This advantage is reduced if the firm rpugtiuce many variants of its basic product rathanta
single or small number of varieties. Left on thaivn, divisions may choose to sell products which a
inefficiently differentiated. This is preciselyetoutcome documented by Thomas (2011). She studies
two multinational producers of laundry detergenEurope which operate in a decentralized way. Her
main conclusion is that decentralization leads todpcts being, from the perspective of central
management, excessively differentiated betweentdesreading to inefficiently high costs.

Centralization allows a firm to control its diwsis’ product choices, limiting inefficient
differentiation across divisions, but this enforammbrdination comes at a cost. Divisions oftenehav
valuable information about market conditions. Héy are asked to transmit this information to cntr
management as an initial step in the centralizealcehof products, divisions typically have a strong
incentive to distort their information for strategeasons and this may lead to the coordinatedeHtor
all divisions but on the wrong product. The chaifevhether or not to centralize involves weighthg
benefits of coordination versus the costs of distbmformation.

This paper presents the results of laboratory axaats that shed light on how behavioral
phenomena affect the tradeoffs between centralizadind decentralization. We design a new game
which allows us to study some of the crucial issmeslved. Our experiments are not intended to tes
any particular theory, but instead focus on how theerplay of several phenomena affect the
centralization vs. decentralization trade-off. Theults of our experiments show whether centrdlize
decentralized management is preferable in our dégeever, we are less interested in the bottom line
than in understanding how it comes about. We fatuthree behavioral issues some of which have been

! See Lange and Taylor (1938) and Hayek (1945).

2 See Mookherjee (2006) for a good survey of theewltheoretical literature on centralization versus
decentralization. Prominent examples of the mocenttheory literature include Hart and Moore (20@9onso,
Dessein, and Matuouschek (2008a, 2008b and 201&)takari (2008), Hart and Holmstrom (2010), Dessein
Garicano, and Gertner (2010). For recent empirgtaties using observational data see Thomas (28dd)
McElheran (2014).



shown to be important in other contexts and thaty ph central role in the comparison between
centralization and decentralization:

(1) The first issue is to what extent under de@dizaition divisions will successfully coordinate
on the efficient (i.e. total surplus maximizing)uddprium in an environment with multiple equililai In
the theoretical analysis of the centralization-ad@dization trade-off, it is not an indispensatdature of
the analysis to assume coordination on the effi@gnilibrium, but it is typically used to sharpée the
theoretical predictions. In particular, in a prosmt paper Alonso et al. (2008) write: “We belidirat it
is reasonable to assume that the organizationléstalzoordinate on the equilibrium that maximites
expected overall profits, and we focus on this ldapitim for the rest of the analysis (p. 158).” Rraur
point of view, the degree of successful coordimatban empirical issue and our laboratory expenise
provide data on it.

(2) The second issue is whether, when transmittiftymation about the state of the world in the
case of centralized management, divisions will gleothe messages which maximize their expected
payoffs rather than telling the truth. The staddself-interest assumption proposes that divisieitidie
whenever it is in their interest. However, previcerperimental work on various issues shows that
participants in experiments do not always lie.histalso occurs in our environment it will affetiat
comparison between centralization and decentradizat

(3) The third issue is whether firms will optimattxtract information from the messages sent by
their divisions. The classical assumption of perfationality prescribes the optimal use of infotioa,
but again it is an empirical question to what ektéis occurs and our experiments make it possible
carefully study this problem.

Going into detail, our experiments are based ofngle new game of a firm with a central
manager and two division managers. The firm hadetwide what variety of a product to sell through
each of its divisions. This decision can eithenizle directly by the central manager (centrabrgtor
delegated to the division managers (decentralizpti®ivision profits are a function of what prodsiare
sold bybothdivisions and the central manager’s profit eqtfadssum of the two divisions’ profits.

Division profits (and firm profits by extension)eaaffected by economies of scale and consumer
tastes. Economies of scale lead to lower costslie products sold by the two divisions are thaesa
than when they are different. Intuitively, a lafgen that sells only one product can cut costgdking
advantage of its purchasing power or using largdescentralized production. These cost saving
advantages disappear if each division’s produgsire a different set of inputs or small scale piibn,
creating an incentive to coordinate the divisiopgdduct choices. Demand for the divisions’ product
depends on consumer tastes. Some elements ofngensastes are constant while others vary. For
example, consider an American restaurant chaimngelbod through two divisions, North and South.



American tastes have been changing over time iorfaf/healthier foods. This has happened acrass th
entire country and would affect both divisions. eThation-wide trend towards healthier food is an
example of varying tastes. These varying tastegmigal in the sense that they affect both division
equally. The constant part of tastes consisthénrtorthern regions of the US consistently having a
different taste for food than the southern regidegen though tastes have changed throughout the
country, persistent differences between regiong memained. This is an example of local tastes.

Global tastes can change over time and in our ntbégl are assumed to be stochastic. Division
managers are considered to be closer to the markkknow the realized state of the world while the
central manager only knows te& antedistribution over states. In contrast, localéastre constant and
known by all three players. Under centralizatioantcal managers want the divisions to share their
information but persistent differences in localtéascomplicate this since each division has amitge
to bias its reports to central management in fafdts local tastes.

Our model incorporates the preceding features fashion designed to confront subjects with
challenging tradeoffs while keeping the environmesilatively simple. Under decentralization the
division managers choose products independentiy fach other while central management is a passive
bystander. The model is constructed so decerdtaliz yields a game between the divisions with
multiple equilibria, resembling the Battle of thex®s (BOS). For all states of the world, all etuik
involve division managers choosing identical pradudue to the strength of the economies of scale.
Both divisions prefer product choices which areseloto their local tastes, leading to diametrically
opposed preferences over the set of equilibria. eBoh state of the world there is an efficientildgium
which maximizes total profits. The product jointthiosen in the efficient equilibrium changes witk th
state of the world, coming closer to the localdastf one division or the other depending on ctirren
global tastes. For most states of the world, ffieient equilibrium yields a higher profit to ortvision
than the other. An important difference from th®3®is that in our games there always exists an
equilibrium that yields both divisions identicalyodfs but generally does not maximize total profits

Under centralization division managers do not maiaeluct choices. Rather, division managers
independently make non-verifiable reports aboutstate of the world (i.e. global tastes) to thetian
manager, who then chooses a product for each alivisGiven the importance of economies of scale in
our set-up, the central manager should always ehties same product for both divisions regardless of
beliefs of what the true state of the world is.eTdentral manager could always maximize total tgfi
he knew the state of the worldHowever, the game is constructed so the only dmialiunder
centralization are babbling equilibria in which tigision managers’ incentives to distort theiradp are

so strong that they reveal no useful informatiothecentral manager.



The model is designed to emphasize the relatiemgths and weaknesses of decentralization and
centralization. With decentralization there isasymmetric information but the divisions face didlifit
coordination problem. Under centralization, thentcal manager can force coordination but is not
expected to benefit from the private informationdofision managers since the models is construsted
the only type of equilibria are babbling equilibrfa.Theory suggests that the maximum total profits
consistent with an equilibrium are higher for ddécalization. Empirically, the relative performancé
decentralization and centralization depends onreéfeive severity of the coordination problems fie t
former case and the informational problems in #ttef.

Contrary to the theoretical prediction, our dagatfires substantially higher total profits under
centralization. This holds true whether we us&@ngers matching or a partners matching, and resmai
true as subjects gain experience. Underlying difference in profits is the fact that coordinatin
extremely difficult under decentralization. Expgarte and fixed matching eases the coordination
problem, but never to the point that coordinatimpraaches the levels achieved under centralization.
Even when coordination does occur under decendtadiz, the most common outcome is to coordinate on
an equilibrium where actions don't vary with thatstof the world. This equalizes payoffs and sifiegl
coordination since the equilibrium is not stateetggientbut eliminates the informational advantages of
decentralization.

Payoffs under centralization are no better thareetqul for the babbling equilibrium, but central
and division managers armt playing a babbling equilibrium where messageswmaformative and
central managers chose the same products regamflesbat messages they receive. We observe a
sizeable degree of truth-telling by division mamagend central managers respond positively to the
messages sent by the divisions. However, centealagers make systematic mistakes in using the
information contained in the divisions’ messagés. an especially common example, suppose a central
manager receives a pair of messages where eadodivhanager claims the state is the most favorable
towards him (but not the other division manage3lch pairs of messages are completely uninformative
and the central manager’'s best response is togaegrding to the babbling equilibrium. About two
thirds of central managers dot play optimally in this case, acting as if one siiwh manager’'s message
is more informative than the other. This mistak@rot be explained by repeated interactions, social
preferences, or inexperience. Errors in centrahagars’ use of messages almost perfectly counter-
balance the benefits of receiving useful informatiolf central managers used the information they

receive more efficiently, centralization would oetfiprm decentralization even more strongly.

% This is not a generic property of this class ahga (Battaglini, 1992).

4



Coordination failure, biases toward truth-tellimgpd poor extraction of information from signals
have all been studied independently from each dthéine experimental literature (see Section 2afor
summary of the relevant literature). Rather thaimdp interested in these phenomena for their owe,sa
our goal is to understand the performance of omgdioins under centralization and decentralization.
These behavioral phenomena are relevant for odly dbecause they systematically shift the observed
outcomes away from the theoretical predictionsat®aid, these phenomena manifest themselves in our
experiments in ways that differ from what has bebserved in previous work. Under decentralization,
performance is limited not just by coordinationlde®, but also by a strong tendency to coordinaite o
always playing the same equilibrium regardlesshef gtate of the world. If the primary advantage of
decentralization is the ability to use divisiongfdarmation, use of an equilibrium that does nopogsl to
the state of the world eliminates this advantagdong a different dimension, the failure of central
managers to correctly process information undetrakration resembles results reported by Vespa and
Wilson (2015), but is more extreme. Vespa and d¥ilseceivers fail to fully extract information from
senders’ signals for cases where it is relativéficdlt to infer the correct course of action. dar data,
CMs get it wrong even in cases where the best rsspis rather obvious.

The most closely related experimental papers ts ate Evdokimov and Garfagnini (2015) and
Hamman and Martinez-Carrasco (2015). These amided in more detail in Section 2. Both papers
test specific predictions of existing theories campg centralization and decentralization. They
generally find support for the comparative stapiosdicted by the models. Our paper does not foous
testing any specific prediction of an existing ttyebut rather focuses on the behavioral assumptions
underlying the theories. We feel our work has iggilons for many models of centralization and
decentralization.

Centralization works far better than decentraili@atin our experimental environment, but it
would be obviously excessive to claim this is avarsal result. The game in our experiment is desig
to generate stark tradeoffs that put stress onthtberetical predictions. While we don't expect the
ranking of centralization over decentralizationgeneralize to all settings, we do think the behaio
phenomena underlying this ranking are rather génelBecause coordination in asymmetric games is
difficult and because individuals with an incentite lie often opt for the truth, we anticipate that
centralization will generally perform better thaaredard theory might lead one to expect.

2. Related Empirical Literature: The study with observational data that most closelgites to our
work is Thomas (2011). She presents a detailedrimpanalysis of two large multinational companie

in the laundry detergents industry in Western Eeardphe central variable of the analysis is the pobd
range. In both companies product-range decisioms wade in a decentralized way at the brand-country



level by local managers. The results show thatotiganizational form leads to product-range variatio
exceeding the optimal firm-level response to lawaiditions. The paper finds that too many prodaots
being produced in this industry, as a result of-caisrdination between local managers, but cannot
investigate how companies would fare under cemitiin’ Less related, there exist studies with
observational dealing with coordination problemse(¢chniowski et al., 1997 and Knez and Simester,
2002). We are not aware of any research involvingeovational data that deals with the issue ohirut
telling or with information processing of the kimg study in our experiments.

There is a rich laboratory experiments literatdealing with coordination, issues of truth-telling
and information processing in isolation. For a gahdiscussion of experiments related to coordimati
problems see Camerer (2003) and for surveys ofriempatal work on organizational issues see Camerer
and Weber (2012) and Kriss and Weber (forthcominghe paper from the experimental literature on
coordination most closely related to our currentknvg Cooperet al (1989). They study the effect of
communication in BOS games. Without communicatimgrdination is quite difficult in these games
due to the lack of a focal equilibrium. Subjects a bit better than the symmetric mixed strategy
equilibrium, but are still far from efficiency. Wi one-way communication, coordination rates aigequ
high as the sender can call for her preferred iguwi and the receiver generally follows. Two way
communication is less effective, even with repatiti If a pair sends messages that agree on an
equilibrium, this equilibrium is generally playeoiit there are numerous cases where each callkefor t
preferred equilibrium and play akin to the mixedhttgy equilibrium results. Our environment is enor
complicated that the simple BOS games studied gp€cet al although the presence of a symmetric
equilibrium somewhat offsets this. We also obséneat coordination is quite difficult and conjeaithat
the Cooperet al communication results would extend to our settimglicating that communication
among divisions would not be a cure-all for decaization.

There is also a large literature on truth-tellindgzor a recent discussion of lie aversion, see Erat
and Gneezy, 2012 and the references therein. Tdw striking finding from this literature is the
unwillingness of many subjects to tell a lie evelmew doing so is Pareto improving (Erat and Gneezy,
2012). Studies of cheap talk games find a sintilas towards telling the truth (Cai and Wang, 2006;
Sanchez-Pages and Vorsatz, 2007), although irc#isis truthfulness could stem from either an aversio
to lying or a failure to grasp the strategic betsafif distorting one’s message.

Finally, information processing of various typess l@so been studied with lab experiments in
various environments. Notable examples where sthj&ail to correctly process information are

experiments looking at individual decision makinkiere subjects fail to correctly apply Bayes’ Ruday(

* For a related study see McElharan (2014).



Grether, 1980; Charness and Levin, 2005). Inegatsettings, the paper most closely related te su
the work by Vespa and Wilson described above. Téwgmine variations of the cheap-talk model
proposed by Battaglini (2002). Their experimemavironment differs in one critical aspect from sur
since, in keeping with Battaglini, they study gamdsere messages should fully reveal the stateeof th
world in equilibrium. We wanted to make the infational problems under centralization as severe as
possible, and so designed a game where messagesnaefully revealing (or even informative) in
equilibrium due to a lack of common interest betwége divisions. Nonetheless, their results have a
obvious relationship to our experiments. They gttlttee different games. In the two where it is
relatively difficult (but possible) to infer theage of the world from sender’'s messages, recep@&form
poorly at extracting information. The failure totmact information is even more severe in our
experiments, as central managers often do poody &hen the information extraction problem is rathe
simple.

The two most closely related experimental papeisurs are Evdokimov and Garfagnini (2015)
and Hamman and Martinez-Carrasco (2015). Thedfrttese papers provides a direct experimental test
of the theoretical models of Alonso et al. (2008} &antakari (2008) in an experimental environment
with two divisions and one central manager. Theusods on comparing the quality of horizontal
communication between divisions with that of veaticommunication between the divisions and central
management and allowing for two different levelsnzientives of coordination. The results are largel
line with theoretical predictions: the quality adrizontal communication is significantly higher thtnat
of vertical communication and divisions’ actionse amore coordinated when the importance of
coordination is high. They do find some departuiresn the theoretical predictions, as centralized
(decentralized) organizations are less (more) d¢oateld than expected. While the setup is closmuts,
the focus is quite different. Evdokimov and Ganfiag are largely focused on theory testing, while w
are more concerned with the behavioral assumptindsrpinning the theory.

Hamman and Martinez-Carrasco (2015) examine dedization in the context of a more
complex environment involving task selection. Cahtnanagement first chooses what type of workers to
hire, homogenous or heterogeneous, and then chedbes to keep decision making rights over task
assignment (centralization) or delegates task as®gt to workers (decentralization). They findttha
consistent with their theory, decentralization isrencommon as task uncertainty grows. In othedsgjor
decentralization increases as the informationalaathge of the workers grows. They also find a
persistent tendency to choose centralization tequiently, driven by a tendency to overreact to bad
decisions by the workers. While the environmentigtd by Hamman and Martinez-Carrasco is rather
different than what we study, the endogenous chafistructures is an important contribution. Wewdo
be curious to know whether similar biases occuwinsetup.



3. Experimental Design and ProceduresThe games played in our experiments are not dirbetbed
on any model in the literature and our intent ishee to test any specific theory in the literatne to
mimic some specific real world setting. Insteaat, goal is to examine how subjects handle the tffsle
between centralization and decentralization witbcais on the behavioral aspects of their decision
making. We made a number of design choices intktwgield a relative simple game with extreme
features that accentuate the tradeoffs betweenatieation and decentralization.

(Table 1 about here)
3.1. The Game and Hypothesd@siere are three players in the game, a centrabgeanCM) and two
division managers (D1 and D2). G denotes the stfatee world: Ge {1, 2, 3, 4, 5}, which is meant to
represent overall market conditions. The statabeofvorld give rise to the five payoff tables regented
in Table 1. As standard nomenclature, we refetates of the world by the game induced (e.g. Ghme
for G = 1) and rows and columns by their numbey.(B1 for the first row, C3 for the third columnin
each cell the three numbers correspond to the fsagbD1 (p;), D2 (tp2), and CM ficy). Payoffs are a
function of the state of the world G, the row numBeand the column number C. Equations 1a, 1b, and
1c give the payoff functions for D1, D2, and CMpestively.

py =54 —7|R—5| — 4R — G| — 14|R — €| (Eq. 1a)

Tpy = 54—7|C— 1| — 4|C — G| — 14|C — R| (Eq. 1b)

Tem = Ttp1 + 7py (EQ. 1¢)

The choices of rows and columns represent busitesisions, specifically the choice of what
products to sell at two different locations. Tleavris the product chosen by D1 (or chosen for thsym
CM) and the column is likewise the product for D2hoosing a row and a column with the same number
represents standardization of product choices, edserows and columns with different numbers
correspond to more disparate product choices betteetwo divisions.

As an example of how the payoff tables and funetiamork, suppose D1 chooses R1 and D2
chooses R2 for Game 1. This is the efficient {o&al surplus maximizing) equilibrium for Game 1t i
also the least preferred equilibrium for D1, obiajna payoff of 28. If D1 deviates to choosing R2
instead of R1, the player loses 14 for ceasingetodmrdinated with the other division, loses anothfor
moving away from efficiency but gains 7 from movicigser to his preferred choice R5. The total iess
11, the difference between 26 and 15.

np = k; — k, * adaptation loss — ks * state loss — k, * coordination loss  (EQ. 2)



The division payoffs are better understood throkgliation 2 rather than Equations 1a and 1b.
Division payoffs equal a constant minus three typlelosses. Adaption losses, given by the firaintan
the payoff function, are the losses due to dewiatifrom local tastes. Divisions face diametrically
opposed local tastes, with R5 most preferred byad C1 most preferred by D2. Local tastes areaio
depend on the state of the world and are theréfoosvn by all three players. The second term in the
division payoff functions represents the “stateséss, the losses incurred by deviating from gldbstes.
Global tastes depend on the state of the worldh Bivisions are assumed to know the state of thedy
but CM only knows thex antedistribution over states. The last term represéme coordination loss,
the loss from not choosing the same product astther divisions. Intuitively, division costs amnest
when they can take advantage of economies of byadtéandardizing. We assumg>Xk, > ks. In other
words, losses from mis-coordination are greatem thases from not adapting to local conditions,cluhi
in turn are larger than losses from not respontbrgjobal conditions. Together, these assumptioake
all five games into coordination games where the dwisions have diametrically opposed interésts.

CM's payoff is the sum of the divisions’ payoff¢én other words, central management seeks to
maximize total firm profits. This need not be mmeted as benevolence on the part of central
management, but instead can represent a settinge e rewards of division managers largely depend
on how their division does while central managenienbncerned with profits across the entire firm.

The payoff functions in Equations 1a, 1b, and le similar to those used in Alonst als
(2008a) model, but differ is several important walrst, the state loss present in Equations Halénis
not part of the Alonset almodel® Local tastes are stochastic in their model rathan being fixed and
known in ours. These differences have the effentaking the experimental environment simpler,hes t
central manager’s uncertainty is over a single disi@n rather than two and there is no asymmetric
information between D1 and D2. Second, the funetidorm of adaption and coordination losses in
Equations la and 1b are absolute values of diffexenather than squared differences as used bysélon
et al This sharpens the incentives to coordinateHerdivisions. Rather than shading their choicesyaw
from local tastes and towards the other divisiatisice, divisions in our model want to do exachg t
same thing as the other division. Finally, we asseach division manager is solely concerned g t
own division’s profits rather than a weighted ageraover divisions. This simplifies the game and
sharpens the incentives faced by division managkrthis was a theory paper, the Alonsbal model

® If adaption losses are higher than the sum ofdination and state losses, (k ks + ki, it becomes a dominant
strategy for each division to perfectly conformlidoal tastes. For less extreme casgst(k, >k, > k), there are
multiple equilibria but some choices become dongdamplying that the subgames no longer have fiyglibria
and in some cases have a unique equilibrium. atedbsses are larger than adaption lossgs KK, the divisions
preferences over equilibria will be aligned.

® See Equations 1 and 2 in Alonebal.



would clearly be the richer model with more inté¢irggs theoretical properties. Our payoff functiomsre
chosen from an experimenter’s point of view. Wented to simplify the game and confront subjects
with sharp tradeoffs.

Before players take any actions, the state of tbddn(and hence the payoff table) is randomly
determinedwith all states being equally likelfRecall that D1 and D2 are informed about theestéthe
world (there is no asymmetric information betweeh &hd D2) while CM is uninformed beyond the
initial distribution of states. This representsitaaion where both divisions know the general bass
conditions in the field, while central managemeogsi not. Under decentralization, D1 chooses a row,
D2 chooses a column, and CM is a passive bystaniggoring the payoff for CM, all five games are
coordination games with five pure strategy Nashiligmgia: (R1,C1), (R2, C2), (R3,C3), (R4,C4), and
(R5,C5). For convenience, we refer to these aslibqum 1, Equilibrium 2, etc. In each of the év
games there is a tension similar to battle-of-lvees (BOS), since D1 prefers Equilibrium 5 with
Equilibrium 1 being his least preferred equilibriumhile for D2 it is the other way aroufidsrom
previous research (Cooper et al., 1989) it is knalkat coordination in the BOS game is difficult to
achieve. Unlike a standard BOS game, our gameaha&tatively easy way to coordinate and achieve
equal payoffs since Equilibrium 3 yields the saraggiff to both divisions in all five games. Excépt
Game 3, this equilibrium does not maximize totaphis (the sum of the divisions’ payoffs). Forfale
games there is an equilibrium that maximizes tetaplus over all possible outcomes. This is always
equivalent to the game number (i.e. Equilibriunm Game 1, Equilibrium 2 in Game 2, etc.). Intwétiy
divisions standardize products in any equilibriund sstandardize on the product that matches global
tastes in the surplus maximizing equilibrium. Tefécient equilibrium, where the divisions play the
surplus maximizing equilibrium in each state of tiwerld, is procedurally fair (equalizes expected
payoffs under the veil of ignorance about the stéditthe world). Once the state of the world is kno
the efficient equilibrium yields asymmetric payofta all games except Game 3. By construction, the
efficient equilibrium also maximizes the central mager's payoff. Therefore, CM always prefers a
different equilibrium than at least one of the digns, and prefers a different equilibrium tharheit
division in Games 2 — 4. Other than Game 3, eginglipayoff across divisions and maximizing surplus
also point to different equilibria.

" Having five possible product choices (rather ttfaee) for each division makes the game more compiet also
has distinct advantages. First, having five choingakes it less likely that an efficient choicel wiimerge by
chance. Under centralization, having five alse let observe partial responses to messages (i.e.c@&Msplit the
difference between moving to a corner and stayirthé center.)

8 Strictly speaking the battle-of-the-sexes is air@wordination game, where, in equilibrium, playeio not choose
the same action. In contrast our game is a codidingame with equilibria with asymmetric payoffs.
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It is consistent with equilibrium for the divisioms always maximize total surplus, but there are
many pure strategy equilibria that lead to loweygfs. Achieving maximum surplus relies criticatin
the ability of divisions to coordinate on the eifict equilibrium. Looking at Table 1, notice thabne
division selects the choice corresponding to thieieft equilibrium and the other division misséby
only one levelthen average surplus drops from 80 in the efitceguilibrium to either 41 or 55. This is
comparable to always coordinating on the worst iptsgure strategy equilibrium which yields an
expected payoff of 54.4. The payoff table is getaifavor successful coordination given the ldogses
caused by coordination failure.

Under centralizationthe two divisions do not choose rows and columinsctly. After being
informed about the state of the world (i.e. Gamé&ame 2, etc.) each division independently sends a
message to the CM indicating what state of the dvbds been selected. There is no requirement that
these messages be truthful, a point which is enigésn the instruction$. After receipt of the two
messages the CM then chooses both a row and armrollime CM has no knowledge about which game
has been selected beyond the initial distributiver states of the world and whatever informatioa sh
gleans from the divisions’ messages. With centailin, the main difficulty in achieving efficienéy not
achieving coordination. The CM can directly enfoomordination and has clear incentives to choose a
row and column corresponding to a pure strategyhNaguilibrium®® Unlike decentralization where
asymmetric information plays no role, asymmetrifoimation is the central barrier to achieving
efficiency under centralization. Conditional onfaming coordination, Equations la and 1lb are
constructed so the sum of adaptive losses acrosmB®D2 is a constant. This implies that CM doas n
care about local tastes, but the divisions do. efitheir opposing interests, the divisions have no
incentive to be truthful with the CM. If both DMdways report the game where the efficient equilior
is most efficient to them (Game 5 for D1, Game r1.0@), the best the CM can do is to choose R3/C3.
Any benefits from the private information of thevidions are lost and the CM generally will not ckeo
the surplus maximizing equilibrium given the stat¢he world.

More formally, we can prove the following theorerm@iven that the CM must choose the same
row and column in any Perfect Bayesian equilibri(PBE), we refer to the CM as choosing a single
action in response to the divisions’ messages.e N@tt the theory assumes messages are cheapithlk,
the divisions’ incurring no cost, pecuniary or gsgiogical, for sending false messages.

° The instructions state “ ... [D1 and D2] will sepatg send messages to [CM] saying which game has be
selected. This message can be truthful or not.”

91t is trivial to prove that the CM’s best resporise any beliefs over states of the world must imecsetting the
row and column equal to each other (i.e. coordigati See Appendix A for proof.
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Theorem: There does not exist a pure strategy PBE whereCti chooses different actions for two
different states of the world. This implies thia¢ tonly pure strategy PBE are babbling equilibrieere
R3 and C3 are always chosen.

The theoretical results suggest a pair of hypothabeut the experimental data. First, there is an
equilibrium under decentralization where maximunaltsurplus is achieved. No such equilibrium exist
with centralization. If we assume subjects play $hrplus maximizing equilibrium subject to treatine
decentralization will yield the highest possiblemus and outperform centralization. Of coursenitst
be stressed that existing experimental evidencgesig that achieving coordination under
decentralization, let alone the surplus maximizngilibrium, may be very difficult.

H1: Total surplus will be greater under decentralizatithan with centralization.

The theorem above implies that messages undelatization will contain no useful information.
The best case scenario is that play converges dob#bbling equilibrium. Once again, existing
experimental results should give us pause. Whie setup differs from many of the existing
experiments, especially since there is more tham sender, the general finding that individuals are

reluctant to tell lies which benefit them and haothers is likely to apply in our experiments.

H2: In the Centralization treatment, messages fromdihisions will contain no useful information about

the state of the world. Total surplus will not eed the expected payoff from a babbling equilibrium

In summary, all three players want coordinatione Tivisions know the global ideal but want
coordination at what is best for them, regardlebsviat is best for the firm as a whole. Central
management wants coordination at the most effigepilibrium, which is determined by global tastes,
but does not know what global tastes are. We fesdlthis is a rather natural simple representaifathe
tension between divisions and center in organimatidJnder decentralization, efficiency can be exal
only if the divisions can coordinate on equilibtfiat are not their preferred option. Under ceidaéibn,
efficiency cannot be achieved in equilibrium beead®isions will distort their information. But they
did share their information with central managemeabrdination is trivial. This is the central g in
our experiment. If the problems of coordinatioe particularly bad, decentralization will do relaty
badly. If the difficulties of sharing informatioare more severe, the scales are tipped toward

decentralization.
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3.2 Experimental Designin all treatments, participants were assignedrdhe of CM, D1 or D2 at the
beginning of the session and these roles remainadtant throughout the session. In treatments with
decentralized decision-making the participantshin €M role were pure observers. We did this to keep
the possible influence of other-regarding prefeesnconstant across treatments. Subjects playeila t
of 18 rounds in all treatments.

We used a 2x2 experimental design. In additionhe variation between centralization and
decentralization, we also varied the type of maighietween an almost perfect strangers protocol and
partners matching. With almost perfect strangeedching, groups changed from round to round.
Participants were told that they would play aniahiblock of nine rounds in which they were re-nted
with two new players in each round. This was donsuch a way that none of the participants met
another person twice in the nine round block (anpwihich the instructions stressed). At no timeever
participants informed about the identity of theasttwo people in their group. After the first nirmund
block was over subjects were informed that thereldvde an additional nine round block of the same
game in which matchings would made as in the fiis¢ round block —i.e. they would not met any othe
subject more than once in the nine round blockayiRY two blocks allowed participants to gain
experience with the game although it necessitatedny each other more than once.

With fixed matching, participants were matched wstime two other subjects throughout the
entire experiment. At the beginning of the sessibay were only told that the matching would bedi
for the first nine round block (they were given information about the second block). After thetfirs
block was over, subjects were informed that theseld/be an additional nine rounds of the same game
using the same groups as in the first nine rounds.

Comparing the two types of matching gives us twifedint views of the problem. With the
strangers matching we are as close to the onegalno¢ as possible. This largely eliminates anyaisge
game effects, but makes it relatively difficult lemrn how to coordinate and, arguably, is lessistial
(presumably central managers and division managétsn a firm interact repeatedly). The partner
matching should make coordination easier. In théloe set of (subgame perfect) equilibrium outcomes
is not expanded with partner matching, but it doesome possible to engage is strategic teachitigein
decentralized game. These variations give rise to our four treatments

We conducted five sessions for each of the trealneith strangers matching and three sessions
for each of the treatments with fixed matching.weesessions are needed with the fixed matchingesin

1 Strategic teaching refers to attempts to alteersthfuture choices by manipulating their learnprgcesses. For
experimental evidence of strategic teaching seea¢er and Vaksmann (2009), Hyndman et al. (2008hrfet al.
(2012) and Hyndman et al. (2012).

13



each session generates nine independent obsepsatfibere were 27 participants in each session, with
participants not being allowed to participate inrenthan one session.

Session began with instruction which can be found\ppendix B. Participants had printed
copies of the payoff tables for all five games. ¥heceived feedback about the actual state of tddw
after each round. In the centralization treatm#érissmade it possible to know whether a divisiod hed
about the game being played.

The sessions were run at the LINEEX lab at the &hsity of Valencia, with participants being
undergraduate students from the university. Theoffeywere denominated in Experimental Currency
Units, with 1 ECU = 0.2 €. Participants were paiddll rounds. Including a 5€ show-up fee averagg p
was 19.94€. Sessions lasted around an hour.

4. Results: Section 4.1 looks at the treatment effects of edimtition vs. decentralization and strangers
vs. partners matching and analyzes the factorsedtiserved differences. In particular, we study ho
the difficulties of coordination affect behaviorder decentralization. Section 4.2 focuses on tloe tw
centralization treatments in detail. We study #dation between games, messages and the CM'’s
decisions and show how the tendency to truth-tglind poor information processing affect the result

4.1. Treatment Effectdrigure 1 shows total surplus for all four treatnsemthere maximum total surplus
is always 80 and the expected surplus from the lmapéquilibrium is 70.4% The data is shown in three
period blocks to reduce the noise. Total sur@usgher for centralization than for decentraliaati

under either strangers or partners matching. THereince is significant at the 1% level for strarsge
matching (z = 2.61; p < .01) using a Wilcoxon raukn test on session averages. For partners mgtchi
the test is done using group averages, and therelifte between centralization and decentralizégion
again significant at the 1% level (z = 5.56; p %¥).0The difference between centralization and
decentralization narrows over time for both typematching, but remains significant for Rounds 108
under both strangers (z = 2.61; p <.01) and pestfze= 3.89; p < .01) matching.

The type of matching has little effect on totalgus with centralization, but total surplus appears
higher with partners matching under decentraliratidhe latter difference does not achieve sigaifae
using an admittedly conservative Wilcoxon rank-stast (z = 1.43; p = 0.153Y.Overall, the partners-
strangers distinction is not crucial in our data.

2 To be precise, we define total surplus as the sfinthe payoffs for D1 and D2. This is equivaleh
construction, to CM’s payoffs.

13 The unit of observation is a session for the sfeas matching and a group for the partners matchijiving a
total of 32 independent observations.

14



Result 1: Total surplus is higher under centralization fortbaypes of matching. The data is not

consistent with H1.

Figure 1: Total Surplus
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Under centralization average total surplus hoveosirad 70, close to the level achieved by the
babbling equilibrium but well below the feasible ximaum of 80, while under decentralization average
total surplus levels are quite low. This raises tguestions: What causes the low surplus under
decentralization and does play under centralizateomespond to the babbling equilibrium? The amswe
to these questions are linked to the behaviorah@mena discussed in the introduction.

Low surplus can be due to two different factorsiufas to coordinate on an action or
coordinating on an action that is not the mostedfit one (implying a failure to use the divisiopsivate
information). Figure 2 shows for all four treatmettie frequency of coordination (choices are timesa
for D1 and D2). For both centralization treatmemisordination is very close to 100% throughout; in
these treatments participants in the role of thetrak manager have no difficulty in seeing that a

coordinated choice of row and column is always guaddle. In stark contrast, coordination in the
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decentralization treatments is below 40% in init@inds. This increases with experience but ngets

close to the near perfect coordination observeeuocentralization.

Figure 2: Coordination
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The differences shown in Figure 2 are significartha 1% level for the strangers matching (z =
2.63; p < .01), using a Wilcoxon rank-sum test esson averages. They are also significant at ¥he 1
level for partners matching, using a Wilcoxon rauika test on group averages (z = 6.00; p < .01). The
difference narrows over time for both types of rhatg, but remains significant for Rounds 10 — 18
under both strangers (z = 2.66; p < .01) and pest(e= 4.82; p < .01) matching. As was the case f
efficiency, under decentralization coordinatiorhigher for the partners matching but the differejusst
misses significance (z = 1.62; p = .11). Oncerag@& note that the statistical test is conservative
think it likely that coordination is actually highwith the partners matching.

There is a direct link between the low coordinatiates and the surprisingly low surplus under
decentralization. This can be seen through a eoiagtual exercise. Figure 3 shows total surplugas
Figure 1. The true data is shown for the two @diztition treatments. For the two decentralization
treatments the data are simulated in the followirag. When the choices of D1 and D2 differ, we adjus
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the choice of one division so as to obtain coottitimaon an equilibrium outcome. Since there areagbw

two ways to adjust the outcome we choose the @atectiresponds to lower total surplus.

Figure 3: Total Surplus w/ Forced Coordination
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One can see that the data, real and simulatetespamding to the four different treatments are
basically indistinguishable from each other. Ewueking the conservative approach of assuming
coordination always takes place at the worse plassibicome (between the two chosen by one of the
divisions), artificially resolving the frequent aalination failures under decentralization largely

eliminates the gap between centralization and dedezation.

Result 2: Coordination failure is more common under deceiedlon for both types of matching. This

coordination failure explains the lower total sunplwith decentralization.

Given the high degree of coordination under ceititibn and payoffs close to the expected
value from the babbling equilibrium, it is temptitg guess that play under centralization is coringrg
on the babbling equilibrium as predicted by theothi€implying that central management makes no use

of the divisions’ information). This is not thesea Table 2 shows the distribution of pairs oficé® by
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D1 and D2. The data has been broken down by atei¢tentralization vs. decentralization) and by

block (Periods 1 — 9 vs. Periods 10 — 18). We hmpaed data across the two types of matchinges th

differ little, but similar conclusions follow if weonsider strangers and partners matching separatel
[Table 2 about here]

With centralization, almost all of the data isthe diagonal since the choices of D1 and D2 are
almost always coordinated by CM. Only about adttif the choices are consistent with the babbling
equilibrium (R3 / C3) in Block 1. This increasdgylstly in Block 2, but only to 42%. Comparing
choices under decentralization and centralizatiogre is less coordination with decentralizatioh fay
of the babbling equilibrium is more likely (R3 / x8ubject to coordination (68% in Block 1 and 81% i
Block 2). In general, choice of R3 and C3 is mooenmon under decentralization than centralization
(51% vs 34% in Block 1 and 63% vs. 42% in Block 2Under decentralization divisions learn to
coordinate, albeit imperfectly, but in way that et use the information they have. While D1 arad D
choices are almost always coordinated under cezgt@n and average total surplus closely resembles
the babbling equilibrium, it is clear that the blndp equilibrium isnot emerging under centralization. If
anything, it would be more accurate to say the ladpkequilibrium is emerging under decentralization
even though both divisions are fully informed abthé state of the world. This is an important poin
The predicted efficiency advantage of decentrabmatomes from the possibility of coordinating dwe t
surplus maximizing equilibriunsubject to the state of the warld'he failure of divisions to respond to
their information when coordinating largely elimiaa the primary benefit of decentralization.

While it is true that the babbling equilibrium daest emerge under centralization, it is also true
that the efficient (surplus maximizing) equilibriwsoes not emerge either. Figure 4 shows the ptiopor
of efficient outcomes (surplus maximizing equilibri) obtained in all four treatments. For both &/pé
matching, efficiency rates are higher under ceimtiibn than decentralization. And in both cases,
efficiency rates are consistently above the 20% iraplied by the babbling equilibrium. Yet, theésea
lot of level to improve since efficiency rates ondyely climb above 50%.

Result 3: Play under centralization is generally consistefithweither the babbling equilibrium nor the
efficient equilibrium. Under decentralization, wheivisions coordinate their play is generally cistsnt
with the babbling equilibrium, implying a failure tise their private information.

To see why this is true, in Section 3.2 we exptheerelationship between divisions’ information,

the messages they send, and CMs’ choices.
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Figure 4: Efficient Outcomes
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4.2. Information Transmission with Centralization the two centralization treatments, the divisions
have private information that could help the cdntnanager make a decision. For this information to
help the CM, two things have to happen. D1 andhafe to send messages that are, collectively,
informative about the state of the world, and CM k@ correctly interpret the information contairied
the messages. The theory presented in Sectiocugde on the first issue and concludes that inflioma
transmission will fail since D1 and D2 have no miée to send informative messages. Built into the
theory is an assumption that the messages wouidtégreted correctly if informative. In this siect

we show that neither conclusion is warranted. miessages sent by D1 and D2 often contain useful
information. While CMs respond to this informatjchey often make errors in how they respond to
messages. This explains why CMs are performingitathee same as in the babbling equilibrium even
though a babbling equilibrium is not being playedary advantages from better than expected

information transmission are wiped out by errorgsing this information.
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Table 3: Message Sent as a Function of the Game (Rapped)

Strangers Matching Partner Matching
Message Message
1 2 3 4 5 1 2 3 4 5

Game 1 15.25% 5.08% 7.12% 20.00% 52.54%6 Gamgi 1 24.86% 1.13%10.73% 18.08% 45.20%
Game 2 2.46% 21.23% 12.31% 16.62% 47.386 Gamg 2 0.51% %86.41 13.85% 13.85% 35.38%
Game 3 1.58% 1.58% 50.79% 8.95% 37.11%6 Gamd 3 1.33% 1.3P% .98%7 9.21% 20.18%
Game 4 1.23% 1.23% 2.46% 55.389 39.69%6 Gamdg 4 2.09% 1.0B% 56%2. 73.33% 21.03%
Game 5 0.34% 0.34% 1.69% 4.41% 93.22¢6 Gamg| 5 2.26% 1.18% 2%4.5  4.52% 87.57%

Note: Cell entries are percentage of messages sbytgame. Let Ge{1,2,3,4,5} be the game being played and let ve{1,2,3,4,5} be the message sentby D2. 1
remapped game is given by RG = 6 — G. The remappetessage for D2 is given by RM2 =6 - M2.

Table 3 shows the frequency of the different mgssasent by a division as a function of the
realized game. The data from D2s is remapped tardeshown as if all division managers were D1s.
With this remapping, Game 1 is always the leasfepred and game 5 the most preferred game.
Throughout the discussion of Table 3, when we redegames and messages we are using remapped
data’* A message is defined as truth-telling if it eguthle game being played as a lie if it does not.

Divisions’ messages should be uninformative in lbliag equilibrium. Instead, there is strong
correlation between the message sent and the gaimg played ¢ = .31). Underlying this, division
managers tell the truth more than expected. Wt possible states of the world, play of a balplin
equilibrium implies that division managers will griell the truth in 20% of the observations (i.e.more
than by chance). In reality, the likelihood ofttrdelling is 51%. Even in the case where it iaste
beneficial to do so (Game 1), 19% of messageshteltruth. Truth-telling decreases only slightlighw
experience, falling from 53% in Block 1 to 50% ito8k 2. This implies that truth telling is probsgliot
due to a failure to grasp the strategic value ofdy When division managers do lie, it is often an
incomplete lie which is shaded towards the trithPurely self-interesting division managers can
reasonably be expected to always send a messdg® Bhis is indeed the most common type of lie for
all states of the world under both types of matghiiBut 35% of lies involve sending a message other
than 5.

It is rare for a division manager to be either gsistently truthful or consistently dishonest.
Instead, almost all subjects display a mixturerofhttelling and lying. For each division manager
calculate the ratio of how often they told the hrfior games other than Game 5 — in other words how
often do they tell the truth when it is not to theenefit (for Game 5 virtually all DMs tell theuth).

1 Let Ge {1,2,3,4,5} be the game being played and leté\[1,2,3,4,5} be the message sent by. DThe remapped
game is given by RG = 6 — G. The remapped medsad® is given by RM= 6 - M,. This effectively remaps the
games and messages to make them identical for @Dan

15 This is similar to the partial lying observed higdhbacher and Féllmi-Heusi (2013).

16 All division managers have an incentive to make @M believe they are playing Game 5 (recall thatefficient
equilibrium for Game 5 corresponds to the divisinanager’'s preferred equilibrium for all games)thiéy expect
the CM’s choices to respond to their messages,sheyld always send a message of 5.
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Figure 5 displays the CDF of these truth-tellinias broken down by type of matching. There tideli
weight on either extreme. Figure 4 also shows thling the truth is somewhat more common with

partners matching than strangers matching (58%7#%).

Figure 5. CDF of Truthtelling by Subje
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The regressions reported in Table 4 put the pragatiscussion on firmer statistical footing. The
dataset includes all observation from the centdlireatment. An observation is the message seat b
single division manager in a single round. Theethglent variable for Model 1 is the message, renthppe
as described above for D2. Since messages hastuginorder and are categorical, we use an ordered
probit. In Model 2 the dependent variable is wkethe division manager told the truth. This lsrzary
variable so we use a probit, reporting marginaaf. In both regressions, the independent vasadnle
the game (remapped), a dummy for the partners ingtchnd an interaction term between these two
variables. Period dummies are included to coritmotime effects, but are not reported to save spac
the table. Observations are not independent, fgioas reasons, so the standard errors are cairémte
clustering at the session level (strangers matg¢tonghe group level (partners matching). Thiddgea
total of 32 clusters.
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Table 4: Regression Analysis of Messages

Model 1 Model 2
Dependent Variable Message (Remapped) Truth-telling
Model Type Ordered Probit Probit (Marginal Effects)
Game (Remappe 0.27¢ 0.22¢
(0.027)*** (0.014)***
Partner -0.33¢ 0.25(
(0.191Yy (0.072)***
Partners * Ganr 0.011 -0.03¢
(0.050 (0.020)*
# Observatior 2,59 2,59:

* p<0.1; ** p<0.05; *** p<0.01

Note: Standard errors, reported in parentheses;aarected for clustering at the session leveh(gers
matching) or the group level (partners matching).

Both regressions find a strong relationship betwidengame and the message being sent. The
divisions’ messages are not pure babble but instzadain potentially useful information. Both
regressions show significant differences between ttho matching protocols. The differences are
strongest for truth-telling, as division managers more significantly more likely to tell the truthith
partners matching. The difference between matgbintpcols narrows as it becomes less costly féeto
truthful.

Result 4: The messages sent by division managers are infoarenalthe data is not consistent with H2.

On aggregate, the CMs seem to realize that theidivimanagers’ messages contain valuable
information. Table 5 showthe CM'’s average choices as a function of the ngessaent by the two
division managers, where the first entry in eadhpetains to strangers matching and the secoffised
matchings. Note that the messages from D2natebeing remapped. Cells where D2's message is
greater than D1's message have been left blankadthe small number of observations. One caneasil
see that when the two messages coincide the Cldwslthose messages rather closely. When the two
messages differ then the CM’s choices are, fovargimessage by one of the divisions, increasirigen
other division’s message. Hence, the CM consistaettpond to the DMs’ messages. There are only
minor differences in this pattern between the gfeas and partners matchings.
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Table 5: Central Manager Choices

Message Branch 2
1 2 3 4 5
1.23/1.38 .
2.29/1.57|2.09/2.25 .
2.48/2.42|2.72/2.58 | 2.98/2.95 .
2.93/2.72|3.21/3.00 | 3.46/3.64 | 3.82/3.71 .
3.20/2.90|3.29/3.08 | 3.72/3.50 | 3.83/4.50 | 4.92/4.79

Messsage
Branch 1

i | AW IN |=

Table 6 looks more formally at the relationshipweEstn DMs’ messages and the CM’s choices
through regression analysis. The data set onlydies observations where the CM choose the same row
and column, imposing coordination. This eliminafi® out of 1296 observations, but allows us to
summarize a CM'’s choice as a single number. Thent#ent variable is the row/column (1, 2, 3, 45)or
chosen by the CM. The CM'’s choices are categodndl ordered in nature, so we use an ordered probit
model. Standard errors are corrected for clugjesirthe session level (strangers matching) ogtbap
level (partners matching). All of the regressionslude period dummies to control for time effects.
These are not reported to save space.

If information is being transmitted from the DMs the CM, the CMs’ choices should be
correlated with the game being played. In Modelthke sole dependent variable (other than period
dummies) is the game being played. The estimap@sgtive and significant, indicating that succaksf
information transmission occurs. Model 2 looksedily at the effect of the DMs' messages, with the
messages of D1 and D2 added as separate varialdeth estimates are positive and significant,
consistent with our observation from Table 5 thédsCare responding to DM’'s messages. The two
estimates are virtually identical (and not sigmfidy different). There is no particular reason@Ms to
be more systematically more responsive to one Divi the other, and indeed they aren’t. Model 3 adds
a dummy for the Partners matching as well as iotienas between this dummy and the messages from
the two DMs. None of these added variables anaifgignt. There is little difference, on average,
responses to messages between the two types diintatc
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Table 6: Regression Analysis of Information Usage

Model 1 Model 2 Model 3 Model 4
Dependent Variable Row/Column Row/Column Row/Column Row/Column
Game 0.161
(0.026)***
D1 Messag 0.36¢ 0.36¢ 0.30z
(0.032)*** (0.041)*** (0.036)***
D2 Messag 0.35¢ 0.34¢ 0.34¢
(0.048)*** (0.067)*** (0.052)***

Partner -0.22¢ -0.101

(0.354 (0.120
Partners * D1 Messa -0.00¢

(0.066
Partners * D2 Messa 0.05;

(0.083
Strangers -0.38¢
Lagged Truth (D1 (0.345
Strangers 0.11:
Lagged Truh (D2) (0.141
Partners ’ -0.501
Lagged Truth (D1 (0.275)’
Partners ’ -0.567
Lagged Truth (Dz (0.193)***
Strangers * D1 Messa 0.10z
* Lagged Truth (D1 (0.066
Strangers * D2 Messa -0.03¢
* Lagged Truth (DZ (0.053)
Partners * D1 Messa 0.20¢
* Lagged Truth (D1 (0.068)***
Partners * D2 Messa 0.11¢
* Lagged Truth (Dz (0.067)’
# Observatior 1,27¢ 1,27¢ 1,27¢ 1,211

* p<0.1; ** p<0.05; *** p<0.01

Note: Standard errors, reported in parentheses;airected for clustering at the session leveb(giers
matching) or the group level (partners matchingpnly observations where divisions’ choices are
coordinated are included in the regression.

Model 4 looks at a different aspect of how CMs oeepto DMs’ messages. Recall that the
feedback allows CMs to knovex post whether D1 or D2 lied. Model 4 modifies Modeb$ adding
information about whether D1 or D2 told the truththe previous period. With Strangers matching the
CM knows that a lagged observation of truth-telleagme (almost certainly) fromdifferentsubject than
the current DM, but with Partners matching the Divbws that it came from treameDM who sent the
current message. We therefore expect the respomsevious truth-telling to differ across the ttypes

of matching. For each matching and each divisiamager (D1 and D2), we add a dummy for whether
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the CM observed truth telling by that division mgeain the previous round plus an interaction betwe
that dummy and the division manager’s current ngessd his adds eight variables to the regressiem, t
for each cell of matching and division manager.r @ Strangers matching none of the added four
variables are significant, but for the Partnersamiag all four variables are statistically signéid. For
both division managers the term for lagged trutlintg is negative and the interaction with the dign
managers’ current message is positive. In othedsyavith Partner matching CMs are more sensitive t

a message from a division manager who they knaavtta truth in the previous period.

Result 5: CMs respond to the DMs’ messages. With Partnetshirgy, a history of truth-telling makes

CMs more sensitive to DMs’ messages.

Table 7: Best Responses by CM with Centralization

D2 Message
1 2 3 4 5
1
1 81% N/A N/A N/A N/A
36
2 2
2| 42% 78% N/A N/A N/A
) 24 59
% 3 2 3
[%2]
2 |3 47T% 38% 84% N/A N/A
a 97 37 105
4 3 3 4
41 38% 45% 42% 78% N/A
123 58 38 50
3 2 3 4 5
5 39% 30% 51% 38% 92%
340 130 81 24 50

Note: Each cell contains the CM's best responseptrcentage of CMs
using the best response, and the number of obgergat
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Just because CMs respond to the information caeddimDMs’ messages doesn’'t mean that their
use of this information is optimal. In fact, CMsitg often miss the mark. Table 7 breaks the daten
by the messages sent by D1 and D2. Once agaiswdetre D2's message is greater than D1's message
have been left blank due to the small number ofenlagions. Each cell contains three pieces of
information: the CM’s best response as a functibthe messages the percentage of CMs using the best
response, and the number of observations. We aoled data over the two types of matching as there
is little difference in use of best respon¥es.

We observe frequent failures to play a best respond/hile it is not surprising to see some
mistakes, many of these mistakes are hard to exdmice the best response seems obvious. For
example, if the two division managers’ messagesiméte. both say it is Game 1), they are almost
certainly telling the truth (97%) and, by extensiiins strongly a best response to choose thecawhn
that corresponds to their messages. Aggregatieg the five possible cases, the CM does not play th
best response in 17% of the observations. These €h an average payoff of 63.3 ECUs, compared
with 79.5 ECUs for those who play the best resporidge good news is that CMs learn to stop making
this particular mistake, which drops from 22% iro&t 1 to 12% in Block 2. Other mistakes are harder
to eradicate. Suppose D1 sends a message of BZamdnds a message of 1. Obviously at least one of
the DMs is lying. Given that each is sending thesgage that is most to their advantage, there is no
obvious reason to believe one over the other. dddthe best response is to choose row/column egjual
3. In reality, 61% of CMs fail to play the besspense. This figure only decreases slightly with
experience, going from 63% in Block 1 to 60% in &®. This makes some sense as the loss from not
playing the best response is smaller in this c&8el(vs. 63.7), except the worst possible mistakes
(choosing row/column 1 or 5) actually get no lessmmon with experience (46% in both blocks). This
seems like an obvious mistake to avoid, costsrafgignt amount of money (68.1 vs. 62.6), but thdsC
keep on making the same error.

Failures to play the best response explain why @Mthe Centralized treatment earn no more
than in a babbling equilibrium. To give a bettense of the magnitude of lost surplus due to errecsll
that the CM has an expected payoff of 70.4 ECUsliabbling equilibrium. The maximum possible CM
payoff (from the efficient equilibrium where thewfolumn choice always matches the game) is 80

" These are empirical best responses, not thedretiestructions. For each cell we have calculdbedaverage
payoff the CM would have achieved by always chagdinfor both divisions, 2 for both divisions, et@he best
response is the action that maximizes this avepageffs.

18 Suppose we break the data down by matching tydendrether the two DMs’ messages agreed (in whice ca
they are almost certainly telling the truth). WHba DMs don’t agree, the probability of playingpest response is
39% with Strangers matching versus 41% with Pastnatching. When the DMs agree, these figuresrbe@8%
versus 82%. More formally, a probit regressioriéate no significant difference in use of a bespomse between
the two types of matching (the estimated differeiscE% with a standard error of 4%).

26



ECUs, so the possible gain over the babbling dayuilin is 9.6 ECUs. The realized average payoff for
CMs is 70.2, virtually identical to the babblingudldprium. If CMs had used the best response nigki
advantage of the information contained in the DM®&ssages, they would have achieved an average
payoff of 72.9. The increase from playing the bestponse is equivalent to 28% of the maximum
potential gain over the babbling equilibridt.Abstracting from the specific setup of our expemt,
inefficient use of information makes centralizatlook less good relative to decentralizatfon.

The preceding analysis uses the empirical besbnssp but it would be difficult for a CM to
exactly replicate this as they only have accesslimited amount of data about the relationshipveen
messages and the underlying game. It turns otitithiag a simple common sense strategy for CMs does
almost as well as the best response. This strat@gynts to avoiding obvious mistakes. If the ids
send identical messages, treat their messageseas lfrthey disagree strongly (D1 sends 4 — 5 R2d
sends 1 — 3 OR D1 sends 3 —5 and D2 sends lthe2hessages are non-informative and you shotld ac
as if you are uninformed (choose R3/C3). If D2dsea higher message that D1, which is rare, sonyebod
has obviously made a mistake. Once again treatshiuninformative and choose R3/C3. Finallyhdf t
two DMs almost agree in a way that suggests ogeiigy for the truth over his own interest (D1 sebds
and D2 sends 4 OR D1 sends 2 and D2 sends 1)theeatore conservative of the two messages as being
true. Following this “sensible” strategy would leaearned an average payoff of 72.8, almost the same
the 72.9 earned by the best response. Since ¢insitde” strategy only relies on drawing ratheriobs
conservative conclusions from the messages, isstiealo think that CMs could and should have done

better with the information they received.

Result 6: CMs systematically make errors using the informmationtained in DMs messages. These
mistakes are largely responsible for their faildoebeat the babbling equilibrium.

5. Concluding Remarks: Our experiments study a simple new model compgacentralization and
decentralization. The primary tension within thedal is between failure to coordinate and failureise
divisions’ private information. If coordination gislems are relatively severe, centralization shaldd
relatively well, while decentralization should detter when informational problems are prominent.
Standard theory suggests that the maximum totglsurachievable in an equilibrium is greater for
decentralization, but we observe consistently higbl surplus under centralization.

19 Regression results show that both divisions lyidigcussed above, and central management bestnoisgo
increase significantly over time, but at a ratHewsrate.

20 Average payoffs for CMs increase somewhat ovee tifmom 69.5 in Block 1 to 70.8 in Block 2. This i
explained largely by a decrease in mistakes, pdatiky the mistake of not believing the DMs whepyttagree.
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Our experiments are not intending to test any $ipetieory from the literature, but instead are
meant to explore how several behavioral phenoméeetdhe relative performance of centralizatiom an
decentralization. We find that pervasive coordoratfailure under decentralization tips the scates
favor of centralization. There is better informoatithan expected with centralization, reflectingias
towards truth-telling, but the benefits of succeksfformation transmission are almost completdfget
by failures to respond correctly to this informatio While we have no doubt that there exist sedting
where decentralization does better than centradizatve suspect the behavioral phenomena we observe
will predictably affect performance under centrafian and decentralization in most environments.

The behavioral phenomena of coordination failueatigl truth-telling and suboptimal processing
of information have all been studied independeirilyprevious experimental studies. That said, these
phenomena manifest themselves in our experimentgis that go beyond what had been observed in
previous work. Under decentralization, performaiscimited not just by coordination failure, busa
by a strong tendency to coordinate on always ptptire same equilibrium regardless of the statéef t
world. If the primary advantage of decentralizatie the ability to use divisions’ information, ugkan
equilibrium that does not respond to the statenefworld eliminates this advantage. Along a défer
dimension, the failure of central managers to ailygrocess information under centralization patal
the results of Vespa and Wilson (forthcoming), isueven worse. Vespa and Wilson find consistent
failures for cases where it is relatively diffictdt infer the correct course of action. In ourad&Ms are
getting it wrong even in cases where the best respis rather obvious.

A natural question for a study like ours is howllvlee results will generalize to other settings.
Like all empirical studies, be they lab experimeffield experiments, or conventional field studies
study outcomes for a specific population in a dpesetting. We view lab experiments as a compleme
rather than substitute for theory papers and otyyges of empirical studies. The game we study is
intentionally simple and confronts subjects withrkttrade-offs in a way that is unlikely to occora
field setting. The cost of having a high levetohtrol over our environment and intentionally chiog a
simple game is that we lose some of the richnessept in field settings. Starting simple is a gdes
research strategy, but in the future we plan terektour study by adding complexities that mirral re
world organizations. Some possible extensiongesbably not worth the effort. For instance, itiktb
be argued that we should be using “real” peopleerathan students — firm managers in this particula
case. Existing evidence (see Frechette, 2009 fsummary) gives little reason to think that usea of

different subject population would affect our résél Three other issues are of particular interegtst,F

2L 1n the field information transmission is done bpfessionals, who typically are strongly influendsdnotions of
professional integrity and may, therefore, be relntto lie (Gintis, 2014). This suggests that tifuth-telling we
observe in our experiments may carry over to acitgdnizations.
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all of the decisions in our experiment are madenojviduals. In most organizations these decision
would be made by groups, and there is an extetisdrature suggesting that groups and individuals d
not make identical decisions either for games galyeor coordination games specifically (see Ferle
2010). It would be interesting to see how perforogaunder centralization and decentralization was
affected by the use of groups as decision makleos.example, are groups less prone to making nastak
in processing messages from DMs, leading to tatigdlss exceeding the babbling equilibrium? Second,
our experiment makes coordination relatively eagyhly having two divisions. A natural question is
how performance would change with more divisionsinally, we have simplified the experimental
environment by not allowing communication betweasisibns or from central management to divisions.
While poor communication among divisions is lik&pical of the settings we have in mind, an in&pili
of central management to communicate with divisimgrobably not. Adding in more channels of

communication is a natural avenue for future wdrk.

%2 No communication between divisions is realisticffons with numerous divisions which are physigaleparated
and lack obvious channels of communication. Thistieg literature for BOS games (Cooper, DeJongs¥ibe,

and Ross, 1989 and 1992) suggests that communmioatiionot automatically lead to successful cooedian when
agents’ preferences over equilibria differ.
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Table 1: Stage Game Payoffs

Note: Each cell contains the payoffs for B, D2 (mp,), and CM ficw)-

Game 1
C1 Cc2 C3 C4 C5
R1 26, 54, 80 12, 29, 41 -2,4,2 -16, -21,-37 0,-86,-76
R2 15, 40, 55 29,43,72 15, 18, 33 1,-7,-6 , -33,-45
R3 4, 26, 30 18, 29, 47 32,32, 64 18, 7,25 4,-14
R4 -7,12,5 7,15, 22 21, 18, 39 35, 21, 56 21174
R5 -18, -2, -20 -4,1,-3 10, 4, 14 24,7,31 38,48
Game 2
C1 Cc2 C3 C4 C5
R1 22,50, 72 8, 33,41 -6, 8, 2 -20, -17, -37 -B2:76
R2 19, 36, 55 33, 47, 80 19, 22, 41 5,-3,2 -8,-¥
R3 8, 22,30 22,33,55 36, 36, 72 22,11, 33 8,44
R4 -3,8,5 11,19,30 25, 22, 47 39, 25, 64 25,0, 25
R5 -14,-6,-20 0,5,5 14, 8, 22 28,11, 39 42, 14, 56
Game 3
C1 Cc2 C3 C4 C5
R1 18, 46, 64 4,29, 33 -10,12, 2 -24, -13, -3y , -38, -76
R2 15, 32, 47 29,43,72 15, 26, 41 1,1,2 -13,-37
R3 12, 18, 30 26, 29, 55 40, 40, 80 26, 15, 41 12
R4 14,5 15, 15, 30 29,26, 55 43,29, 72 29, 4, 33
R5 -10,-10,-20 41,5 18,12, 30 32, 15, 47 46,618,
Game 4
C1 Cc2 C3 C4 C5
R1 14, 42, 56 0, 25,25 -14, 8,-6 -28, -9, -37| 32, -76
R2 11, 28, 39 25, 39, 64 11, 22, 33 -3,5,2 -0,
R3 8, 14, 22 22, 25, 47 36, 36, 72 22,19, 41 82 -6
R4 50,5 19, 11, 30 33, 22,55 47, 33, 80 3318,
R5 -6,-14,-20 8,-7,5 22, 8,30 36, 19, 55 50,722,
Game 5
C1 C2 C3 C4 C5
R1 10, 38, 48 -4, 21, 17 -18, 4,-14 -32,-13,-45 ,3MB -76
R2 7,24,31 21, 35, 56 7,18, 25 -7,1,-6 -21;:36,
R3 4,10, 14 18, 21, 39 32,32,64 18, 15, 33 a2-2
R4 1,-4,-3 15,7, 22 29, 18, 47 43,29, 72 29412,
R5 -2,-18,-20 12,-7,5 26,4, 30 40, 15, 55 54,806,
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Table 2: Frequency of pairs of actions

Block 1 (Rounds 1 - 9)

D2 Choice
1 2 3 4 5
° 1| 15.6%| 0.2% | 0.2%| 0.0%| 0.09
-g 2l 0.2% | 13.4% 0.2% | 0.2%| 0.0%
6 3 0.2% | 0.5%| 33.8% 0.0% | 0.0%
8 4 0.0% | 0.0%| 0.0%| 17.0% 0.2%
5 03% | 0.3%| 0.0% 02% 17.9
Block 2 (Rounds 10 - 18)
D2 Choice
1 2 3 4 5
1] 11.9%| 0.0% | 0.0%| 0.0%| 0.09
-% 2| 0.0% | 15.7% 0.2% | 0.0%| 0.0%
G | 3] 0.09% | 0.09%]| 42.0% 0.09% | 0.0%
8 4f 0.0% | 0.0%| 0.0%| 14.8% 0.0%
5 0.2% | 0.0%| 0.2%| 0.09 15.1
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Block 1 (Rounds 1 - 9)

D2 Choice
1 2 3 4 5
1] 1.7%| 05% | 1.9%| 0.0% 0.29
§ p2.2% | 4.5% | 2.6%| 0.69 o.o4k
S| 463%| 9.3%| 2819 2.8% 1.5%
B |4 25%| 28%| 1360 659 0.3%
50 0.6% | 220 | 7.4%| 1.79 o.5clk
Block 2 (Rounds 10 - 18)
D2 Choice
1 2 3 4 5
1 2.0%| 0.8%| 1.7%| 0.2% 0.0%
§ b2.0%| 4.6% | 4.9%| 0.3% 0.0%
G| $4.0%| 10.7%| 44.694 2.2% 0.5%
B4 14%| 12%| 63%| 3.9% 0.3%
50 0.2%| 0.9%| 57%| 1.59 o.zclk




Appendix A: Proof of Theorem
Lemma: For any beliefs, the manager will choose the sactiens for the two branches.

Proof: Suppose not. This implies the manager is chgasmoutcome that is not a Nash
equilibrium if the two branches are allowed to cé®their own actions. Either of the branches
could improve its payoff by switching to the acticmosen by the other branch. Moreover, the
other branch’s payoff is also increased by thimgea Since the manager’s payoff equals the
sum of the two branches’ payoffs, the manager'®fiaso increases. This implies that the
manager’s ignition choice could not have been ogtim

Given the preceding lemma, we can refer to the gemas choosing a single action in response
to the branches’ messages.

Theorem: There does not exist a pure strategy PBE wherm#reger chooses different
actions for two different states of the world.

Proof: Suppose that such an equilibrium existed. Letr&llS2 be two states where different
actions are chosen. Let A1 and A2 be the actibnsen by the manager in equilibrium in S1
and S2 respectively. Without loss of generalitguase that Branch 1 prefers the outcome in S1
and Branch 2 prefers the outcome in S2. L¢bklthe message sent by Branch i in Sj.

It cannot be the case thatM: M;%. This implies that the manager’s choice is deteedhsolely
by Branch 2’s message. Since Branch 2 preferstABpuld always send ¥when the true
state of the world is either S1 or S2. By the stogie, My' # M2

Suppose that Branch 1 deviates by sendiniViS2. The resulting pair of messages(N1,%)
cannot make Branch 1 better off than A1l. The fdssiutcome that is least bad for Branch 1
and least good for Branch 2 is A2, so assume witluss of generality that (M, M,%) leads to
A2. However, this implies that Branch 2 can gajrsbnding M? in S1, giving Branch 2 a
profitable deviation from equilibrium. A contratimn follows. Q.E.D.
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Appendix B: INSTRUCTIONS
DECENTRALIZATION TREATMENT

Thanks for coming to the experiment. You will rieee5 euros for participation in the
experiment. Also, you will earn additional moneyidg the experiment.

Participants have been randomly assigned to otte@é roles: F, C and A. This role will be the
same throughout the experiment.

There will be 18 separate periods. We will now preeghe instructions for the first block of nine
periods. Later you will receive further instructiorin each period, you will be in a group of three
participants, one in each role. The persons thataye matched with will change from period to pério
During the nineperiods you will never meet anottenson twice. Also, at no time will you know the
identity of who you are matched with.

Each period is independent from the others andldesén the following way. At the beginning
of the period, the computer will randomly determividach of the following five games will be played.

In each of the cells the first number shown ingwlis the payoff that the person in the F role
will receive, the second number shown in greehespayoff that the person in the C role will reesind
the third number show/iilillied is the payoff for pleeson in the A role. As you can see all five game
have five rows: f1, f2, 3, f4 and 5 [Note: Thea®ysh word for row is “fila”. We have kept the girial
abbreviations in the payoff tables.], and five cohs; c1, c2, c3, c4 and c5. [Note: The Spanish viard
row is “fila”. We have kept the original abbrevats in the payoff tables shown below.] Observe als

that the numbers in the different cells differ be¢w the games.

Game 1

cl c2 c3 c4 ch

f1 26, 54 B | 1226 M 2,48 -16, 2180 | -30-4¢ 6

f2 15 40, B |29 45 @ 15, 1€, B8 1.5 8 -13, 32 |

f3 4,26 B8 18,2¢, B 32,32, @8 18,7, B8 4,718

f4 7,12, 8 7,05 B8 21,16 B8 35,21, B§ 21,4

f5 2B | 418 10,4 ¥ 24,71, 8 3¢, 1008
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Game 2

cl c2 c3 c4 c5
f1 22,5C, i@ 8,83 M 6,8 B 20,17, 080 | 347428 |
f2 19, 3¢, B8 33,47 )88 19,22, @ 53 B o e |
f3 8,22 B 2233, B8 36, 36, i@ 22,11, B8 84 |
4 35§ 11158 520 [ZEE |[=0HE
f5 -1476128 05§ 14,8, B8 28,1188 42,14, B8
Game 3
cl c2 c3 c4 c5
fl 18, 46 4 4,25 B8 10128 24,713 80 | 3835 B |
f2 15,82, 29,45 8 15,26, M 1,10 13,2480 |
f3 12,16 B8 26,2¢, B8 40, 4C, B8 26,15 @ 12,710 R
f4 14§ 15,15, B8 29,26 |58 4329 @ 2¢, 4, B8
f5 EE ] RN | 1817, B8 32,15 M 46,16, B8
Game 4
cl c2 c3 c4 c5
f1 14,42, B8 0,25 B8 -14/8 8 28 9B |42 B
f2 11,2¢, B8 25,8¢, B8 11,22, 88 3,50 172080 |
f3 8,14, B8 22,25 B 36, 36, i@ 22,15 @ 8,16 B
f4 510, 19,11, B8 33,2288 47,85 B8 338,
f5 -6,-14 128 8, . B 22,8 J 36,19 B8 50,22, i@
Game 5
c3 c4 c5
f1 e Al | 32fIGEE | 4cBOEE |
f2 7, 1828 71K 21716080 |
f3 32,8208 18,15, B8 4,28
f4 1,“ 29, 16 43 298 20,12
f5 12578 264, B8 40,15, B8 54,26, B8
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Each of the five games has the same chance of bboggn in each period separately. That is in
each period, each of the games will be chosen 2@#probability. Player F and player C will be
informed of which game has been chosen, but playeill not be informed of which game has been
chosen.

After having seen which game has been selectedéosandom draw, players F and player C will
separately make decisions. Player F will choosedwt f1, f2, £3, f4 and 5 and player C will choose
between columns c1, c2, c3, ¢4 and c¢5. Player Anetlmake any decisions.

The payoffs of players F, C and A will be the oimethe cell determined by the row chosen by F
and the column chosen by C for the game selectedeosandom draw. Remember that players F and C
will make their decisions independently from eateo

After each period everybody will be informed abatiat row was chosen by F and what column

was chosen by C sent and about which game wasmdpndelected.

After this, a new period will start which will dele in the same way until reaching period 9.
Remember that the persons you play with will changie period to period.

Each ECU is worth 0,02 euros. At the end of thaeisasyou will receive 5 euros plus what you

will have earned in all 18 rounds of the experiment

You can ask questions at any time. If you haveestijon, please raise your hand and one of us wiiflec

to your place to answer it.

INSTRUCTIONS
CENTRALIZATION TREATMENT

Thanks for coming to the experiment. You will rieee5 euros for participation in the
experiment. Also, you will earn additional moneyidg the experiment.

Participants have been randomly assigned to otteed roles: F, C and A. This role will be the
same throughout the experiment.

There will be 18 separate periods. We will now preeghe instructions for the first block of nine

periods. Later you will receive further instructiorin each period, you will be in a group of three
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participants, one in each role. The persons thataye matched with will change from period to perio
During the nineperiods you will never meet anottenson twice. Also, at no time will you know the
identity of who you are matched with.

Each period is independent from the others andldpsén the following way. At the beginning
of the period, the computer will randomly determividch of the following five games will be played.

In each of the cells the first number shown ingwlis the payoff that the person in the F role
will receive, the second number shoWRlin'greehespiayoff that the person in the C role will reesand
the third number show/iilillied is the payoff for pleeson in the A role. As you can see all five game
have five rows: f1, f2, {3, f4 and f5, and five eoins; c1, c2, c3, ¢4 and c5. Observe also that the
numbers in the different cells differ between thengs.

Game 1
cl c2 c3 c4 c5
f1 26, 54 B | 122 M 2,48 -16, 21080 | 307468 |
f2 15, 40 B |29, 45 @ 15, 1€ B8 A -13, 32 |
f3 4,26 B8 18,2¢, BN 3280 B8 18,7, B8 4l |
f4 7,12, 7,05 B8 21,16 B8 35,21, BE 21,4
f5 12 | 418 10,4 ¥ 24,71, 8 38,1008
Game 2
cl c2 c3 c4 c5
f1 22,50, 8 8,33 M -6,8 B 20,107,080 | 347428 |
f2 19, B€, B§ 33,4788 19,22, W 580 928 |
f3 8,22 B 22,33, B8 36, 36, i@ 22,11, B8 84l |
f4 -38.F 11,16 B8 25,22, 39,25 @ 25,0, B8
f5 -1476128 05§ 14,8, B8 28,1188 42,14, B8
Game 3
cl c2 c3 c4 c5
f1 18, 46 64 4,25 B8 10128 24,13 181 | 3838 i |
f2 15,82 B 29,48 |8 15,26 @ 1,08 -13, 24180 |
f3 12,16 B8 26,2¢, B8 40,4C, B8 26,15 @ 12,F1CQ
f4 14§ 15,15, 6 29,26 B8 4329 8 26,4 B8
f5 Bl B | 1812, B8 32,15 46,18, 9%

39



Game 4

cl c2 c3 c4 c5
f1 14,42, B8 0,25 B8 -14/8 8 28, 9B |42 08
f2 11,28 B8 25,3¢, 4 11,22 B8 3,58 172080 |
f3 8,14, B8 22,25 36, BE, i 22,1 W 8,16 [
f4 50, 19,11, B8 33,22 )88 47,85, B8 338, M
f5 -6,-14 128 8, .8 22,8 # 36,119, B§ 50,22, @

Game 5

cl c2 c3 c4 c5
f1 10, 3¢, i€ 4,21 -18, 4.0 32713 | 46730 HE |
f2 7,24 © 21, BE JBE 7, 1628 7K 2171680 |
f3 4,10 ¢ 18,21, B8 32,82, 9% 18,15 B8 4,28
f4 148 15,7, B8 29, 16 Bl 43 258 29,12 @
f5 21828 12578 264, B8 40,15, B8 54,26 B8

Each of the five games has the same chance of beoggn in each period separately. That is in
each period, each of the games will be chosen 2@G#probability. Player F and player C will be
informed of which game has been chosen, but playeill not be informed of which game has been
chosen.

After having seen which game has been selectedéosandom draw, players F and player C will
separately send messages to player A saying whicte dnas been selected . This message can be ltruthfu
or not. Once player A has received the messagesllhehoose a row and column without knowing
which game was selected.

The payoffs of players F, C and A will be the oimethe cell determined by the row and the
column chosen by A for the game selected by théalandraw. Remember that players F and C willsend
their messages independently from each other.

After each period everybody will be informed abetiat row and what column was chosen by A

and about which game was randomly selected.
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After this, a new period will start which will deleg in the same way until reaching period 9.

Remember that the persons you play with will changie period to period.

Each ECU is worth 0,02 euros. At the end of theisesyou will receive 5 euros plus what you

will have earned in all 18 rounds of the experiment

You can ask questions at any time. If you haveestijon, please raise your hand and one of us wiiflec

to your place to answer it.
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